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Abstract

Today’s cyber society faces a serious intrusion detection security issue. Recent years have seen a sharp rise in network intrusion attacks, raising severe privacy and security concerns. The complexity of cyber-security threats is increasing due to technological improvement, making it impossible for the current detection methods to handle the problem. So, creating an intelligent and efficient network intrusion detection system would be crucial to resolving this problem. In this paper, we created an intelligent intrusion detection system that can detect different networking attacks using deep learning approaches, specifically Convolutional Neural Networks (CNN) and Deep Neural Networks (DNN). We used an ensemble model of CNN and DNN which provides us with great accuracy. Before being used for model training and testing, the obtained data is analysed and pre-processed. Also, in order to choose the optimum model for the network intrusion detection system, we compared the outcomes of our proposed solution and evaluated the performance of the proposed solution using several evaluation matrices.
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1. Introduction

New and sophisticated cyberattacks are being utilised to get around defences as technology develops, taking advantage of vulnerabilities and other unethical behaviour. Network infrastructure is one of the primary targets of numerous cyberattacks, including Denial of Service (DoS) and Distributed Denial-of-Service (DDoS) attacks, TCP SYN Flood assaults, Ping of Death attacks, Teardrop attacks, Scan attacks, etc. In order to stop these attacks, ensure the network’s safety and security, and maintain high availability for the network’s genuine users, it has been seen that considerable effort was put into identifying and putting various approaches and tactics into practise.
A well-known method for enhancing network security is the introduction of intrusion detection systems. In network intrusion detection system, the detection system continuously monitors all hosts' incoming and outgoing network traffic and, based on specific criteria, it can identify the attack and detect it. The danger of network damage is then significantly reduced as the system takes the required security precautions to stop or prevent the assault. Unfortunately, the present NIDS solutions are unable to adequately handle this issue because of the quick development in the complexity of cyber-security assaults. Therefore, in this paper, we aim to develop an intelligent detection system using the popular deep learning algorithms such as DNN and CNN such that they are highly capable enough in recognizing and differentiating between different network intrusion attacks.

2. Literature Survey
In earlier investigations, numerous authors developed efficient intrusion detection systems using a variety of methodologies. In [1] and [2], authors developed an intrusion detection system by performing with some ML algorithms and DL algorithms there by differentiating the accuracy of ML and DL algorithms. Whereas the authors in [3] developed an intrusion detection system using convolutional recurrent neural networks. To enhance the performance and prediction of the ID system, they employed RNN to capture temporal characteristics and CNN to conduct convolution to gather local features in which the dataset they used is CSE-CIC-DS2018. However, in [4], used algorithms such as CNN, RNN-LSTM, RNN-GRU and evaluated the performance of each, thereby concluding that CNN is the best algorithm to develop an intelligent IDS whereas authors in [5] compared all the deep learning algorithms and concluded that DNN is the best one.

In addition, authors in [6] proposed two deep neural networks (DNN) with multiple fully connected layers (Multilayer Perceptron) in order to classify the network traffic of an SME into normal or malicious for DDoS and malware threats. By conducting intrusion detection training on numerous data sets, authors in [7] demonstrated how the DBN-based feature learning approach outperforms the standard feature learning approach.
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3. Existing Methodology
The development of intrusion detection systems (IDS) that can quickly and automatically identify and categorise cyberattacks at the host- and network-levels has made substantial use of machine learning techniques. Hence, a variety of conventional machine learning techniques were developed in order to create smart intrusion detection systems. The algorithms include like SVM, Random forest, Naive bayes, Bayesian Belief Networks etc.. But
all these classical machine learning methods were failed to predict dynamic attacks and they should be trained in advance to detect such attacks. Later, many ensemble models of machine learning were developed to obtain higher accuracy. But all those models were failed to produce the best accuracy than deep learning algorithms. The publicly available malware datasets ought to be upgraded and standardised often because of the ever-evolving nature of malware and its rapidly changing attacking mechanisms. Since harmful threats are happening at an extremely high pace and are constantly changing, a comprehensive approach is needed.

The machine learning algorithms SVM produces around 50, Naïve Bayes produces around 50, Random Forest produces around 77 in terms of accuracy. Not only these famous ML algorithms, but also no ML algorithm had achieved the accuracy exceeding 80 percent of accuracy.

Some of the disadvantages of the existing system are namely:

a. They cannot predict the attack if attacker introduces any change in the attack parameters.

b. They should be well-trained in advance before prediction.

c. Less accuracy when compared to deep learning algorithms.

4. Proposed Methodology

After studying and reviewing many papers, we have developed a model based on DNN and an ensemble model of both DNN and CNN to outperform traditional machine learning algorithms in terms of accuracy.

Convolutional Neural Networks (CNN) have exhibited promising outcomes in the field of attack detection, which deals with detecting and blocking illegal access to computer networks. CNNs are a subset of deep learning algorithms with the capacity to automatically detect data-related trends and make use of such patterns to classify new data.

The CNN’s performance in detecting intrusions is significantly influenced by its architectural design. In a typical CNN architecture for intrusion detection, pooling layers are added to a number of convolutional layers to reduce the dimensionality of the data. Following the pooling layers, fully linked layers that carry out the classification process receive the output.

Deep Neural Networks, which are similar to Convolutional Neural Networks are a type of deep learning algorithm that enable independent feature learning from data. DNNs however can demand more training data and processing resources than CNNs since they are often more complicated.

To improve the overall performance of the system, one strategy known as ensemble learning integrates different machine learning or deep learning algorithms. In this study, we combined CNN and DNN to create an ensemble model. The benefits of the CNN and DNN models can be combined to improve the system’s overall performance. CNNs excel at extracting spatial
components from data, while DNNs are better at capturing temporal information. By combining the two models, the ensemble may be able to capture more characteristics and perform better than either model operating alone.

Figure 1: Architecture of Neural Network

Figure 1 is how a neural network looks like with two or more hidden layers.

5. Implementation

The proposed intrusion detection systems uses the concepts of two deep learning algorithms namely DNN and an ensemble of DNN and CNN.

A sufficient amount of dataset that closely reflects the real-world environment is needed to train and test the IDS with Deep Learning algorithm. NSL-KDD, a standard dataset is used in our project for training and testing purposes. Out of all our dataset, 80% of the data is allocated to the training purposes and 20% of the data is allocated to testing and validation purposes. In the NSL-KDD dataset, each record encompasses 41 attributes of different features and a label to identify the type of attack.

This is how the implementation takes place:

After uploading a dataset, a DNN model is created to extract the features from the test data. Then, the DNN features were splitted into train and tests and a convolutional2D layer is added to the CNN model with 32 neurons to filter the dataset 32 times. After defining output and prediction layers, CNN is used to predict the accuracy.

The modules in the implementation phase were:
Upload NSL KDD dataset: using this module we will load data into system.

Process dataset: This module is used for preprocessing the data.

Generate training model: using this module training model is generated on loaded data.

Run DNN algorithm – Here, DNN algorithm is executed by providing its accuracy, confusion matrix and ROC AUC curve.

Run Ensemble DNN+CNN algorithm – This module helps in running this ensemble model thereby providing its accuracy, confusion matrix and ROC AUC curve.

Accuracy graph: This module provides the algorithms accuracy comparison graph.

6. Results and Discussions
In this experiment, after uploading the dataset, the data is pre-processed and a training model is generated. Then, DNN algorithm is executed thereby providing its accuracy and performance metrics such as precision, recall, f1-score and support for the network layers. As shown in Figure 3, the accuracy achieved for DNN algorithm is 86%.

![Figure 3: DNN performance metrics](image-url)

After the execution of DNN algorithm, ensemble model is executed thereby providing its accuracy and performance metrics respectively. As shown in Figure 4, the accuracy achieved for ensemble model is 93% which is actually greater than the DNN algorithm.

![Figure 4: Ensemble DNN+CNN performance metrics](image-url)
In Figure 5, x-axis represents predicted labels and y-axis represents true Labels and all counts in diagonal for predicted and true matching labels represents correct prediction count and other boxes represents incorrect count.

In Figure 6, x-axis represents False positive rate and y-axis represents true positive rate and if blue line comes on top of orange line then predictions are correct and if come down then predictions are incorrect and in above graph we can see only few predictions are incorrect.

![Figure 5: Ensemble DNN+CNN confusion matrix](image)

![Figure 6: Ensemble ROC AUC Curve](image)

To plot the difference between DNN algorithm and ensemble algorithm, we also presented a bar graph which is seen in fig 5. This actually provides a great understanding that how these algorithms achieved their respective accuracies in developing an intelligent intrusion detection system.
Figure 7: Graph of comparison between DNN and Ensemble DNN+CNN accuracy

7. Conclusion
In this paper, we have developed an intrusion detection model using an ensemble DNN and CNN in which DNN is used to extract features and CNN is used to predict on test data. However, this model required large amount of training data but has exhibited great potential in the effort to detect intrusions. We would like to extend this project by modelling with multiple ensemble techniques to improve both performance and accuracy.
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