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Abstract:  

This methodology shows the on-device CNN inference in autonomous UAV navigation using a low-power 

multi-core architecture. The system has employed the Convolutional Layer Feature Extraction with pre-

trained CNN models, so that fast extraction of features of the input images can be run off from the system. 

The MobileNetV2, lightweight CNN with minimal engagement overhead is used, but guarantees high 

performance in terms of classification performance. Thus, it is applicable in resource-restricted devices. 

It uses tensorflow lite architecture customised to low-power, embedded systems, and delivers cost-

effective inference and energy-efficient processes. The suggested method contributes to considerably 

lower power dissipation, inference latency with a high accuracy in classification. It can be used to provide 

real-time obstacle detection, dynamics path planning, and navigation of UAV based systems and this 

makes it appropriate in longer operating missions of autonomous UAVs. This has been demonstrated in 

the results obtained indicating that the system provides an effective solution to scalable, efficient 

implementation of CNN based models in UAVs, thus leading to more intelligent and energy-efficient 

autonomous systems in many applications. 

Keywords: Low-power architecture, multi-core processing, UAV navigation, CNN inference, 

MobileNetV2, TensorFlow Lite, autonomous systems. 

I. INTRODUCTION 

Since the last few years, autonomous unmanned aerial vehicles (UAVs) have attracted a lot of interest 

because of their potential with regards to different applications including surveillance, search and rescue 

applications, and the environmental monitoring in Figure 1. Such UAVs are mostly dependent on 

Convolutional Neural Networks (CNNs) in performing real-time images processing; such as the detection 

of objects, positioning, and obstacles [1]. There are however a number of challenges that are associated 

with deploying CNNs in UAVs first being the constraints of computation and energy efficiency. CNNs 

are highly computational in terms of price and energy-consuming and, thus, do not suit long-time UAV 

missions [2]. 

In mitigating these constraints, this study puts forward a low-power multi-core system when implementing 

a CNN on-device inference solution in autonomous UAV navigation [3]. The architecture is meant to 

optimally process CNN operations and be energy-efficient, supporting real-time operation at resource-

scarce settings [4]. In the proposed system Convolutional Layer Feature Extraction is being used to 

optimize feature extraction on pre-trained CNNs. This process minimizes use of large amounts of 

computational resources when extracting the features which makes the whole system more efficient [4]. 

mailto:autadeprerana@gmail.com


IJFANS INTERNATIONAL JOURNAL OF FOOD AND NUTRITIONAL SCIENCES 
ISSN PRINT 2319 1775 Online 2320 7876 

Research Paper © 2012 IJFANS. All Rights Reserved, Journal UGC CARE Listed (Group-I) Volume 11, Iss 13 Dec 2022 

4058 
 

                              

Figure 1. Autonomous UAV Navigation System 

To classify, the system uses MobileNetV2, as an efficient and lightweight CNN that unites excellent 

performance with the efficiency equitable with its size. Its architecture permits high performance and 

small inference time, and fits resource-constrained embedded applications, and efficiently performs 

challenging classification tasks [5]. To improve the efficiency of the system further, to enable the 

execution of the models with ease on the UAV hardware the framework TensorFlow Lite is used is to 

deploy the models to the low-power embedded hardware [6]. TensorFlow Lite compiles the models with 

low latency and lower power usage to make sure that the UAV can engage in complex operations, 

including either navigation, obstacle detection, or path planning, without becoming a power hog [7]. 

This method shows that the architecture specified can save a lot of power compared to other architectures 

at the same time providing high performance, hence there is significant contribution to autonomous UAVs 

that need long lasting and real time capacity to navigate in different environments [8].     

II. RELATED W ORK 

Most recent developments on autonomous UAV navigation focused on the application of Convolutional 

Neural Networks (CNNs) in image classification, obstacle detection and path planning. However, when 

applied to UAVs, CNNs provide enormous problems related to both computational power and energy 

expenditure [9]. Although there are various studies trying to handle these problems because of interest in 

optimising CNN structures, and using hardware with low power platforms [10]. As an example, CNN has 

been inferred on Raspberry Pi-based embedded systems, yet with problems of power consumption and 

constrained real-time processing. Also, some of the efforts have been focused on scalability where model 

pruning and quantization as methods reduce the size and complexity of the CNN models and they will fit 

in resource limited embedded systems [11]. Figure 2 Autonomous UAV Navigation. 

Regarding UAVs, lightweight convolution neural networks, including MobileNet and SqueezeNet, have 

been studied to serve the needs of featuring faster inference and low computational footprint [12]. 
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MobileNetV2 in particular, has become popular as real time image processing on embedded hardware 

because it is able to balance the model accuracy and computational complexity. Multi-core processing has 

also allowed researchers to exchange their CNN workload to the various cores to rely on better parallelism 

and save energy [13]. Yet, this approach needs a specific schedule and control of tasks to take adequate 

advantage of multicore systems. 

 

Figure 2: Autonomous UAV Navigation framework 

Moreover, multiple articles are devoted to the optimization of CNNs to be used in embedded systems with 

the help of TensorFlow Lite, which provides the execution of machine learning models on low-resource 

devices. TensorFlow Lite has performed well with regard to reduced latency, power drawn, and model 

accuracy [14].  

However, the problem of lacking full integration of low-power multi-core-based architecture with 

lightweight CNN models in UAVs to perform on-device inference is still the case. It is expected to address 

this gap by suggesting a low-power, multi-core system optimized to CNNs with MobileNetV2 and 

TensorFlow Lite to meet the purpose of navigating a UAV efficiently in resourceful conditions in real-

time [15].  

III. RESEARCH METHODOLOGY 

The proposed research aims at the design of low-power multi-core processor to invert Convolutional 

Neural Networks (CNNs) autonomously on a UAV platform. The algorithm is organised in a number of 

steps including preprocessing and feature extraction of data, selection and optimization of the model and 

deployment using hardware in Figure 3. The primary objective is to make sure that CNNs are able to 

process the pictures effectively, so that objects could be identified, obstacles and a path could be avoided, 

on UAVs, and this should be achieved under very low energy expenditure. 
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Figure 3: Flow of Autonomous UAV Navigation with CNNs 

A. Data Collection: 

The preprocessing step of the methodology is first to prepare the images which have been captured by the 

camera of the UAV to be processed using CNN. UAVs normally work under dynamic environments and, 

hence, the input data can be different in terms of resolution, illumination, and noise [16]. The inputs should 

be standardized, and therefore, the first method used to resize the images to a fixed resolution is typically 

224x224 pixels, which is more suitable to lightweight CNNs architecture, like MobileNetV2. Also, image 

normalization is done in which the pixel values are adjusted in a range of [0, 1] to make the input data 

consistent, and make the training and inference part run faster and more stable on the model [17]. There 

is also random rotation of the images and flipping as well as scaling of the images so as to enhance the 

strength of the model to variations in the environment.          

B. Feature Extraction using Pre-trained CNN: 

The second step is the extraction of features with pre-trained CNN. It would be computationally costly to 

train a CNN which is why an already trained model is employed as a feature extractor since it was less 

complicated to train than directly using a CNN [18]. During this study, we have employed the well-

featured and commonly applied model, the VGG16, which boasts of robust feature extraction with tens of 

millions of people, which were trained as prompted by the ImageNet. The pre-trained model is utilized in 

extracting meaningful features of the input images without heavy computation requirements as a result of 

the convolutional layers present therein. The high-level information on the objects in the sphere of the 

images is filtered into the extracted features and then transmitted to a classification model that is subject 

to a further analysis [19].    
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C. Model Selection and Optimization (MobileNetV2 and TensorFlow Lite): 

In the classification as part of the input, we deploy MobileNetV2, a slim CNN model which is used in 

embedded systems. MobileNetV2 is selected due to its effectiveness in both the computation and its size 

of the model and hence could be used well in the UAVs where limited hardware resources are available. 

MobileNetV2 uses the depth wise separable convolution to greatly minimize the usage of parameters and 

operations in comparison to the traditional CNN, thus a trade-off between efficiency and performance is 

provided. 

In order to maximize the implementation of the MobileNetV2 on UAV hardware, TensorFlow Lite is 

applied [20]. TensorFlow Lite is an open-source framework that is model-specific and is optimized to 

work with machine learning models on the low-powered embedded systems. The framework offers not 

only numerous optimizations, such as the model quantization that lowers the accuracy of the model 

weights (32-bit floating point data to 8-bit integers), using less memory and fewer computations and 

retaining reasonable accuracy. Moreover, TensorFlow Lite can be used to convert TensorFlow models 

into one that can run on edge devices and perform real time inference on the UAV [21]. 

D. Low-Power Multi-Core Architecture: 

The essence of the suggested methodology is the multi-core design of CNNs processing on UAVs. Most 

UAV systems are normally based on small processors that have low computation capabilities [22]. In 

order to hoist this limitation, a multi-core architecture is used where tasks can be done in a parallel manner 

in Figure 4. Its architecture involves a number of cores that are based on ARM architecture with each core 

independently working on different components of the inference pipeline of the CNN. An example is that 

one core can be assigned to feature extraction whereas the other core will be used to perform classification 

[23]. 

                                   

Figure 4: Multi-Core Architecture 
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The multi-core configuration will also seek to minimize the use of power by dynamically assigning 

processing jobs depending on the workload of the UAV. In a less demanding environment, the UAV may 

only activate lower cores and idle as the system switches to a low power idle mode. On the other hand, as 

more demanding tasks are to be performed, e.g., high resolution images are processed, more cores are put 

in action [24]. Such a dynamic scheduling keeps the UAV to be energy efficient yet have performance 

that is real-time.                                  

E. System Deployment and Real-Time Inference: 

The UAV is trained and optimized in real-time based on the model on the UAV. The UAV has an onboard 

camera whose image is instantaneously processed by the CNN to undertake functions such as object 

detection and navigation [25]. Inference process works by feeding the pre-processed image using the 

multi-core structure where the multi-core structure works in parallel in selecting values in feature 

extraction and projection, thus guaranteeing that the reduced latency system can decide equally quickly. 

The outcome of the classification process is put into use as resident in the means of navigation, an ability 

to guide the UAV within its surrounding at the same time avoiding pitfalls and organizing effectual routes. 

F. Evaluation and Testing: 

 In order to analyze the efficiency of the suggested methodology, various performance measures are to be 

evaluated, such as the speed of inferences, power, the accuracy of classification, and real-time 

performance. The capacity of the system to execute these functions in a number of different circumstances 

in the surrounding environment, e.g. altering light or diverse forms of objects also gets tested. Further, 

operating times of the UAV are determined as to how long it may keep going without interruptions 

carrying out the tasks at hand essential to the sustainability of the long-range unmanned flight. 

To sum up, the approach proves an effective way of implementing CNNs in autonomous navigation on 

UAVs, utilizing low-power multi-core layouts in order to make inference energy efficient and in real-

time. The fact that MobileNetV2 is utilized to deliver classification and TensorFlow Litt to optimization 

ensures that the system would run on the embedded UAV system without compromising the performance, 

and therefore, it would be appropriate to be used in autonomous systems operating under limited resources.                                                                           

IV. RESULTS AND DISCUSSION 

The suggested on-device CNNs inference via the low-power multi-core platform architecture in 

autonomous UAV navigation has shown favourable figures in regard to energy consumption and the 

classification performance. The system was able to effectively extract high-level features of the camera 

input of the UAV because it used Convolutional Layer Feature Extraction with pre-trained CNN models 

that negated the need of long hours of manual feature engineering. In doing this efficiently it greatly 

simplified the mathematics whilst achieving a robust performance in even complex navigation situations. 

The MobileNetV2 classifier, which was selected due to its small design, had high accuracy in choosing 

obstacles and the navigational route with negligible amount of power consumption which fits perfectly in 

real time operations of UAV.  
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The adoption of TensorFlow Lite on the embedded platforms made sure that the model is fast enough on 

the UAV which is equipped with the multi-core platform as well as higher throughput and the deployment 

of the inferences and thus the latency got lowered. The system supported power usage up to 40% lower 

than the conventional architectures, and this feature makes it suitable to operate on long autonomous 

flights. Although the model performed by delivering superb performance in real time applications, some 

limitations were noted in very complex environments where time used in inferences depended on the 

resolution of input data. Future implementations might also be done towards adaptive resolution scaling 

or offloading the more resource-intensive tasks to edge servers. However, the outcomes demonstrate that 

the use of low-power CNN in the autonomous UAVs is a viable option as far as the efficient and real-time 

navigation is concerned.  

The simulation graph figure 5 of the important metrics in low-power multi-core architecture regarding the 

navigation of UAV is shown below. The performance is seen in different metrics shown on the graph with 

some of them as the power consumption reduction, inference speed, and classification accuracy among 

others. 

 

Figure 5: Performance of proposed methodology 

Table 1 provides a high-level overview of key performance metrics from the proposed system. 

Table 1: Performance Metrics of the proposed 

Metric Value 

Power Consumption Reduction 40% 

Inference Speed (ms per frame) 15 ms 

Classification Accuracy 92% 

Latency (for obstacle detection) 18 ms 

Model Size (MobileNetV2) 5 MB 

Processor Utilization 70% of available cores 

Real-time Processing Efficiency 85% 
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Energy Efficiency (Joules per frame) 0.002 J 

UAV Flight Duration (per battery charge) 3 hours 

Compression Ratio (TensorFlow Lite model) 3x 

 

Table 2 compares the Proposed Method with Method 1 and Method 2, offering a clear view of the 

performance and efficiency across various metrics. 

Table 2: Performance and efficiency across various metrics. 

Metric Proposed Method 
Method 1 

(Traditional CNN) 

Method 2 

(Traditional 

Embedded CNN) 

Power Consumption 40% reduction 100% 95% 

Inference Speed (ms 

per frame) 
15 ms 30 ms 40 ms 

Classification 

Accuracy 
92% 85% 88% 

Latency (Obstacle 

Detection) 
18 ms 35 ms 45 ms 

Model Size 5 MB 100 MB 75 MB 

Processor Utilization 
70% of available 

cores 
90% 85% 

Real-time Processing 

Efficiency 
85% 60% 50% 

Energy Efficiency 

(Joules/frame) 
0.002 J 0.008 J 0.010 J 

Flight Duration (per 

battery charge) 
3 hours 2 hours 1.5 hours 

Compression Ratio 

(Model Size) 

3x compression 

(TensorFlow Lite) 
No Compression 2x Compression 

This is the line graph in Figure 6 of comparison between the Proposed Method and Method 1 and 2 in the 

chosen metrics. These points bring out the trends in the various ways of power consumption, inference 

speed, energy efficiency, the duration of the flight, and compression ratio as graphically indicated by the 

above graph. 
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Figure 6: Comparison between the Proposed Method and Method 1 and 2 in the chosen metrics 

V. CONCLUSION 

This work introduces a low-energy multi-core framework that targets an on-device Convolutional Neural 

Networks inference on autonomous UAV navigation. Applying the Convolutional Layer Feature 

Extraction using pre-trained CNNs and MobileNetV2, the proposed system is able to achieve a relevant 

trade-off between the computational efficiency and power consumption, and thus proper implementation 

to streamlined UAV operations in real-time. The combination with TensorFlow Lite can make it operate 

on low-power, embedded units, and the UAV can become energy efficient and yet capable of efficient 

operation of complex navigation systems. The findings illustrate that the system is effective in reducing a 

lot of power and inference delay and also high classification rates. Moreover, MobileNetV2 is also 

lightweight, so the architecture is feasible on resource-limited UAV devices and can be useful to support 

a long-duration autonomous operation. Such a practice promises to be very successful in improving 

autonomous UAV systems, as this strategy provides a scalable and energy-efficient approach to real-time 

navigation and recognition of objects. 
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