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Abstract

Insufficient blood flow to the brain results in a condition known as a stroke, which results in cell death. In worldwide it is currently the leading cause of death. Many risk factors that are suspected to be related to the stroke's origin have been identified through examination of the affected individuals. Using these risk factors, numerous research has been done to predict the disorders linked to stroke. Most models are built using machine learning techniques and data mining. In this study, we used data from medical reports and a person's physical condition to use five machine learning algorithms to identify strokes. We use a substantial number of hospital entries that we have collected. The classification outcome demonstrates that the result is satisfactory and can be applied to real-time medical records in order to address the issues. We think machine learning algorithms can aid in better understanding illnesses and make a useful healthcare partner.
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Introduction

People’s health is regarded as being important to their lives, it is imperative to have a system in place for recording data about illnesses and how they are related. Stroke is a serious medical condition that requires urgent attention to prevent permanent damage. Early detection and treatment are crucial for the successful recovery of stroke patients. Machine learning has the potential to improve stroke diagnosis by analysing medical images and identifying subtle signs of stroke that may be missed by human radiologists. Most of the information about diseases can be found in patient case summaries, clinic records, and other manually preserved data. The sentences in them may be deciphered using a variety of machine learning techniques (ML) and text mining. Information retrieval uses a process called machine learning to distribute content, giving the semantic and syntactic aspects of the content precedence. For feature extraction and implementation, a variety of ML and text mining algorithms are reviewed and put into practice. Medical practitioners often refer to it as a stroke when blood flow to the brain or spinal cord is impaired, causing damage to the tissues or cells. Many viewpoints affect how
a stroke is seen, yet a stroke clearly causes a visceral reaction. In fields like surveillance and medicine, machine learning may be used as a major tracker with the use of correctly trained algorithms. One suggestion calls for gathering patient symptoms from their medical data and using them to educate the system. The suggested stemmed extracted the common and distinctive collection of features to detect stroke disease after mining the case sheets using maximum entropy and tagging approaches. The information was then used to train several machine learning algorithms, such as Support vector machines, Decision trees, Logistic Regression, Random Forest, K-Nearest Neighbors, and Logistic Regression using Logistic Regression. One of these techniques, the support vector machine, achieves excellent accuracy.

**Literature Survey**

1] Badriyah, Tessy et al. Data can be analyzed and used for decision making. This can be done in several ways like using the deep learning method which is becoming more and more popular these days as it has proven to be very effective in solving various problems. The pioneers of deep learning itself started in 1980 when Kuniko Fukushima proposed Neo Cognition, the first model of convolutional neural networks, followed by Yann LeCun, Leon Bottou, Joshua Bengio, and Patrick Haffner improved it. The basis of deep learning itself is ANN. The image, video, and image text data warehouse are very large and uses a lot of computing power. Like other neural networks, deep learning architectures usually consist of visible and hidden layers, where the weights of each perceptron unit are optimized using the backpropagation algorithm. Examples of algorithms applying deep learning include Deep Convolutional Neural Networks (DCNN) for image classification, Deep Belief Networks - Deep Neural Networks (DBN - DNN) for speech recognition, recurrent neural networks (RNN) for language translation, query-oriented deep mining (QODE) which is based on restricted Boltzmann machine (RBM) for multi-document synthesis, conditional restricted Boltzmann machine for drug-target interaction (DTI) prediction (RBM) and deep belief networks (DBN) for prediction of time series data.

2] N. Venketasubramanian, B. W. Yoon In many nations, stroke is a major cause of mortality and disability. According to statistics, there were 10.3 million new stroke cases, 113 million disability-adjusted life years (DALYs) lost as a result of stroke, 6.5 million stroke deaths, and roughly 25.7 million stroke survivors worldwide in 2013. The bulk of stroke deaths and lost DALYs—75.2% of all stroke-related deaths and 81.0% of all associated DALYs—were seen in developing nations. Stroke is a significant issue in Asia, which is home to more than 60% of the world's population and many of its "emerging" nations. Except for a few nations like Japan, Asia has a higher stroke death rate than the Americas, Western Europe, or Australasia.
A review of stroke epidemiology in East and South Asia has already been done. Three of the 11 Southeast Asian countries with predominantly South Asian and East Asian populations were recently included in a stroke study of 12 Asian countries. However, statistics are not available for other countries in Southeast Asia. Based on data from the Global Burden of Disease (GBD) study, World Health Organization (WHO) and recent key publications from Asian countries, this study was conducted to review the recent epidemiology of stroke in South, East, and South-East Asia, including mortality, morbidity, prevalence, lost DALYs, stroke subtypes and risk factors. A better understanding of stroke prevalence in these regions can aid in health planning and resource allocation, as well as understanding the extent and variability of stroke.

[3] G. A. P. Singh and P. K. Gupta Among all cancer-related disorders, One of the main causes of death is lung cancer (Cancer Research UK, Cancer Mortality for Common Cancers). It scans a patient’s lungs and the results are most often used to diagnose a condition. An X-ray, CT or MRI may be the subject of this scan analysis. Due to the variety of imaging modalities used to visualize a patient’s lungs, one of the challenges is the automatic classification of lung cancer. Detection and classification of lung cancer have been shown to have great potential using image processing and machine learning techniques. In this study, we present an efficient method to identify CT images associated with lung cancer and classify them into benign and malignant categories. The proposed method first applies image processing techniques before classifying photos with supervised learning algorithms. Here, we combined the statistical features with the extracted texture features and passed the various extracted features to the classifier. We have a k-nearest neighbor classifier, a support vector classifier, a decision tree classifier, a multinomial naive Bayes classifier, a stochastic gradient descent classifier, a random forest classifier, and a multilayer perceptron (MLP) classifier. To train and evaluate these classifiers, we used a dataset of 15,750 clinical pictures containing both 6,910 benign images and 8,840 malignant images related to lung cancer. The collected results show that the MLP classifier has higher accuracy than other classifiers with a score of 88.55%.

[4] C. L. Chin et al. Over the past few years, stroke has consistently ranked among the top 10 most common deaths in Taiwan. Symptoms of the stroke require emergency treatment. The faster the patient is treated, the better the patient’s recovers or chances of recovery. The diagnosis must, however, rely on physicians to evaluate the imaging because the site of the ischemic stroke in the CT scan is not evident. This study aims to create a CNN deep learning algorithm-based early ischemic stroke detection system. The system will start picture pre-processing after receiving the CT scan of the brain to eliminate any areas that cannot possibly be a stroke region. Finally, in order to expand the number of patch photos, we’ll choose a few and apply the Data Augmentation
approach In order to train and test the convolutional neural network, we will finally input the patch photos. [15-22] In this study, we trained and evaluated a CNN module’s capacity to recognize ischemic strokes using 256 patch images. According to the experimental findings, the accuracy of the suggested method is greater than 90%.

**Problem Identification**

With the increasing popularity of machine learning, computer approaches are classified into two categories: traditional methods and machine learning methods. The related efforts of brain stroke detection classification are discussed in this part. Machine Learning Model Detection and how machine learning methods outperform older methods. For model development, the present procedure in this project has a specific flow. In the existing system, methods such as logistic regression and naive bias are applied. However, it necessitates a huge memory and produces inaccurate results.

**Proposed Methodology**

In proposed system, Support Vector Machine(SVM), Random Forest, XG Boost, and Decision Tree are a portion of the AI calculations utilized in the proposed framework. In our proposed framework, we analyse these few strategies and select the model with the most elevated exactness. The ideal model for our dataset will be chosen by usdependent on the precision score and estimate assuming that the patient subtleties are causing stroke or not.

---

**Fig:** Flow chart of the project

**Fig:** Proposed Method
Implementation

Then, we must register on our website. If it is already registered, we can log in immediately. We then need to load the data. The processed data will be made available after the data has been checked for any nan values. On this, data will be viewed. The provided inputs are being used to train the ML models. The system will then determine if the person is likely to experience a brain stroke based on the provided data.

In the implementation, we are using eight Machine Learning algorithms. And the different values will be detected as outcome.

The accuracy, precision, recall and f1-score values are the outputs. Based on the accuracy of the trained models, the best model will be taken and the further process will be continued.
The accuracy given by the trained models are shown:

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN</td>
<td>0.9407</td>
<td>0.8946</td>
<td>1.0</td>
<td>0.9443</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>0.8259</td>
<td>0.8862</td>
<td>0.75</td>
<td>0.8125</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>.9855</td>
<td>.9842</td>
<td>.987</td>
<td>.9857</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>.8215</td>
<td>.8838</td>
<td>.743</td>
<td>.8072</td>
</tr>
<tr>
<td>Random Forest</td>
<td>.9725</td>
<td>.9687</td>
<td>.977</td>
<td>.9729</td>
</tr>
<tr>
<td>MLP Classifier</td>
<td>.8215</td>
<td>.8918</td>
<td>.734</td>
<td>.8054</td>
</tr>
<tr>
<td>SVC</td>
<td>.7558</td>
<td>.6941</td>
<td>.9195</td>
<td>.7911</td>
</tr>
<tr>
<td>Cat Boost</td>
<td>.9863</td>
<td>.9857</td>
<td>.987</td>
<td>.9864</td>
</tr>
</tbody>
</table>

Results and Discussions

Home Page:  Home page of This Project

About:  It's a Small information about this Project

User Home page:  User can view the home page after successful login.

Upload data:  User can upload the dataset.

View Data:  User can View the Data.

Model:  User can select the model and view the accuracy.
Prediction: User can give the input view the predicted result.

Graph: Graph of accuracy of KNN, Logistic Regression, Naïve Bias, Decision Tree, Multi-layer perceptron (MLP), Random Forest, SVC, Cat Boost.

Conclusion
The investigation includes the utility of collection estimations for coordinated substances, for instance, patient case sheets in requesting strokes reliant upon communicated limits (indications) and components. Considering portrayal moves close, this survey predicts the kind of stroke a patient will have. This audit shows that stroke occurs more frequently in men than in women, and in those between the ages of 40 and 60. Individuals who experienced an ischemic stroke differed more from those who experienced a haemorrhagic stroke. The patient's exposure to changeable and immutable risk factors, as well as the particular patient's indications, are taken into account when determining the kind of stroke.

Limitations and Future scope
The Proposed method doesn't specify the type of stroke, and it can use different datasets for further scope to improve the performance of the system.
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