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Abstract—  

Federated learning is a machine learning approach that eliminates the need to send data to a 

central location by training the model across a number of dispersed devices, or clients. 

Customers benefit from increased privacy and security with this strategy as their data is saved 

on their devices instead of a third party or central server. On the other hand, centralized 

learning requires users to provide their data to a central server, which raises concerns about 

privacy and data security. The present work used simulated data to assess and contrast the 

efficacy of the federated and centralized learning paradigms in the setting of a straightforward 

regression problem. The results showed that federated learning may achieve accuracy levels 

comparable to centralized learning while maintaining user privacy protection. Our research 

also showed that popular machine learning frameworks such as TensorFlow Federated may 

be successfully used to create federated learning. 

Index Terms—Federated Learning, IoT Security, Centralised Learnin

I. INTRODUCTION 

Federated learning was developed as a machine learning privacy protection technique in 

response to the growing number of Internet of Things (IoT) devices and the resulting need for 

machine learning algorithms that can evaluate data collected from these devices. In machine 

learning, federated learning is now being utilized to safeguard user privacy. Federated 

learning was developed throughout the machine learning process as a means of guaranteeing 

user privacy protection. Federated learning is a distributed machine learning approach that 

does away with the need for several clients to share their local data with a central server so 

that they may work together to build a single global model. In terms of safeguarding the 

privacy of client  

 



IJFANS International Journal of Food and Nutritional Sciences 

[1]  

[2] ISSN PRINT 2319 1775 Online 2320 7876 

                                         © 2012 IJFANS. All Rights Reserved, UGC CARE Listed (Group -I) Journal Volume 8, Issue 1, 2019 

 
 

1112 | P a g e  

Research paper 

information, storing raw data on the devices that customers use offers many significant 

advantages since it reduces the possibility of data breaches and illegal access. This strategy, 

when put into practice, accomplishes its main goal as well as many other goals. Conversely, 

traditional machine learning models are centralized in nature; they gather information from 

several sources and store it on a centrally situated server. Privacy and security issues have 

been brought up in relation to the approach in question because of the potential for 

unauthorized access to the data and the likelihood of security breaches. Furthermore, 

difficulties with data processing and storage may arise from the concentration of a sizable 

volume of data in one location. This study gives a comparative analysis of federated vs 

centralized learning in terms of data privacy and machine learning model accuracy within the 

current debate framework. We shall demonstrate the superiority of federated learning over 

centralized learning using a simple linear regression problem. This will be accomplished by 

contrasting the two strategies using the issue as a prism. The graph will then display the 

inherent trade-off between privacy and accuracy that exists in each of these approaches. 

II. LITERATURE SURVEY 

The literature review that follows offers a thorough assessment of current initiatives aimed at 

tackling major obstacles in the Industrial Internet of Things (IIoT) paradigm. Given the 

explosive growth of networked devices, this article looks at several approaches and 

technological developments aimed at improving security, confidentiality, and data sharing. 

Blockchain technology, federated learning, differential privacy, and its applications in many 

sectors including urban informatics, SCADA networks, Industry 4.0, healthcare systems, and 

digital twin edge networks are only a few of the topics covered in this review. By examining 

the conclusions and procedures of significant research, this overview of the literature offers 

insights into the creative solutions put forward to protect data privacy, boost productivity, and 

improve the reliability and security of IIoT systems.The industrial Internet of things paradigm 

offers a possibility to enhance the quality of newly created applications via data interchange 

because of the exponential expansion of data provided by connected devices. Concerns over 

possible data breaches and other security- and privacy-related problems described in [1] may 

make wireless data transmission difficult. If suppliers divulge private information, they can 

have to pay more costs. Creating a secure blockchain-based architecture that permits data 

sharing between dispersed parties is the first step. By using  
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privacy-preserving federated learning, the issue of data sharing is transformed into a machine 

learning problem. To guarantee that the data's secrecy is maintained, a data model is 

recommended. The permissioned blockchain consensus architecture incorporates federated 

learning to facilitate training. Real-world datasets with numerical results have been used to 

demonstrate the accuracy, efficiency, and security of the suggested method for data 

transmission. The advent of mobile edge computing and 5G technology has led to significant 

evolution in the data-dependent field of urban informatics, according to the authors of [2]. 

Artificial intelligence (AI) techniques need to be used in order to properly manage the 

explosion of data. Federated learning is a potential strategy for decentralized edge computing 

that allows edge nodes to train models locally without sending data to a centralized server. 

Federated education is one of the best uses of edge computing. The security and privacy 

challenges that emerge in urban areas, such car networks, limit the use of federated learning. 

The technique for sharing vehicular network resources proposed in this research is 

asynchronous federated learning that is deferentially private. Federated learning provides 

security and reliability while protecting recently updated local models via the use of local 

differential privacy. In order to mitigate the security flaws in centralized curatorial systems, 

our proposal suggests using a decentralized and random updating technique. Our system uses 

weighted aggregation and update verification procedures to facilitate the convergence 

process.We evaluate the performance of our method on three distinct real data sets. The 

numerical results show how accurate, effective, and private our method is. Stakeholders 

believe that a reliable IIoT network is essential to preventing deaths, hence they are eagerly 

awaiting its development. This claim is supported by reference [3]. An Industrial Internet of 

Things (IIoT) system's resilience and dependability are based on the security, privacy, and 

safety aspects of its IT architecture. Due to differences in the protocols being utilized, 

compatibility issues, outdated industrial operating systems, and a lack of update options, 

standard security tools and procedures are not appropriate for securing the IIoT platform. The 

supervisory control and data acquisition (SCADA) network of the Industrial Internet of 

Things (IIoT) may be made more reliable if the present study presents a reliable and 

economically feasible method of cyberattack detection. The objective of the present research 

is to make SCADA networks more reliable. This paper addresses identifying security flaws in 
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SCADA systems via the use of an ensemble-learning technique. The models currently use 

Industrial Internet of Things (IIoT) platforms,  

which are built on SCADA systems, as the source of network traffic. In order to achieve high 

detection rates, the suggested approach encourages the creation of a detection engine that 

makes use of network traffic based on commercial protocols. Furthermore, the random 

subspace approach reduces the likelihood of identifying false positives, and the ensemble 

random tree methodology addresses the overfitting problem. 15 distinct SCADA network 

datasets were used in the model's validation. The experimental results show that the proposed 

model works better than traditional detection techniques, improving the Industrial Internet of 

Things (IIoT) architecture's reliability and security. The source [4] claims that the Industrial 

Internet of Things (IIoT) is significantly changing a variety of industries, including power 

generation, mining, healthcare, and agriculture. Industry 4.0 relies heavily on machine 

learning (ML) to make efficient use of the enormous number of networked devices and the 

amount of data they generate. Industry 4.0's potential is severely hampered by the use of 

machine learning models that were created on sensitive data. This is because these models 

expose users' privacy to the possibility of privacy breaches by hostile actors. To ensure the 

security of Industrial Internet of Things (IIoT) data, the PriModChain platform combines 

smart contracts, federated machine learning, Ethereum blockchain, and differential privacy. 

Using simulated Python socket programming, the general-purpose computer's reliability, 

security, and resilience are assessed for PriModChain. Unlike Ganache v2.0.1, which was 

meant to test local-level blockchains, Kovan was designed to test public blockchains. The 

security method that is supplied is verified using the Scyther software 1.1.3. (5) The fast 

development of the intelligent healthcare system has made early identification of dementia-

related illnesses less difficult and expensive in recent years. The system's main reason for 

worry is the leakage of personal data. The internet of things (IoT) and security measures 

(AD) were used in the creation of the Alzheimer's disease tool ADDetector in order to help 

protect privacy. In order to detect AD, ADDetector combines state-of-the-art topic-based 

linguistic characteristics with a distinct set of user audio from Internet of Things devices 

found in smart homes. The user, client, and cloud levels make up the three-layer architecture 

of the ADDetector system, which effectively protects the privacy of user features, data, and 

models. The ADDetector solution uses federated learning (FL) to provide the user control 
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over the correctness of the raw data and the secrecy of the classification model. Furthermore, 

to improve feature secrecy, differential privacy (DP) solutions are used. These two 

technologies are both used by ADDetector. In the federated learning (FL) architecture, a 

particular asynchronous aggregation framework is used to safeguard the privacy of the model 

aggregation between clients and the cloud. As part of the research, 1010 ADDetector tests 

were administered to a sample of 99 different AD users, and the results were analyzed. When 

using all anonymity-preserving features, such as FL, DP, and cryptography-based 

aggregation, the ADDetector system has an accuracy rate of 81.9 percent and an overhead of 

0.7 seconds. (6) Novel applications for the industrial Internet of things (IIoT) have been made 

possible by the 5G paradigm and artificial intelligence's fast growth. Because of the large 

volume of data involved, the limited resources of Internet of Things (IoT) devices, and the 

increasing privacy concerns, it is difficult to improve the quality of services provided by the 

Industrial Internet of Things (IIoT). This article's author proposes integrating physical and 

digital systems via the use of digital twin edge networks, or DITENs. Digital twin models 

based on real-time data are created for Internet of Things (IoT) devices via federated learning. 

Reduced communication costs are achieved in federated learning via the use of asynchronous 

model update and optimization approaches. The subcomponents are handled via a deep neural 

network approach. The computational study results show that the DITEN federated learning 

approach reduces transmission energy costs and enhances communication efficiency. (7) The 

deployment of digital twins and the rise of 6G mobile networks have led to a sharp surge in 

the expansion of the Industrial Internet of Things (IIoT). The digital twin and 6G networks, 

which act as a bridge between the digital and physical worlds, provide uninterrupted wireless 

communication. Due to concerns about user data privacy, federated learning has become a 

feasible technique for distributed data processing and learning across wireless networks. The 

Industrial Internet of Things (IIoT) presents hurdles for federated learning deployment, such 

as limited connectivity capabilities, user distrust, and inadequate resources. In digital twin 

wireless networks (DTWN), computation and data processing occur in real time at the edge 

plane. To improve system stability, security, and data privacy, it is recommended that 

collaborative computing in the DTWN be conducted using a federated learning framework 

made possible by blockchain technology. To achieve the best possible trade-off between 

learning time and accuracy, we concurrently consider training data batch size, bandwidth 
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allocator, and digital twin association while enhancing edge association. Our research 

attempts to significantly aid in the choice of the best course of action by using multi-agent 

reinforcement learning. On real-world datasets, the suggested approach performs better  

than benchmark learning techniques. (8). The creation of the FIDChain Intrusion Detection 

System (IDS) was made possible by the advancement and extensive use of blockchain 

technology. Lightweight artificial neural networks (ANN) and federated learning (FL) are 

used in this system to ensure the confidentiality of patient medical information. When 

distributed ledgers are used to integrate regional weights, averaging is used to disseminate the 

updated global weights [9]. The previously described step aims to prevent any further 

expenses from being incurred, guarantee complete transparency and immutability throughout 

the decentralized system, and foil any efforts at contamination. The paper introduces a brand-

new VHetNet-based asynchronous federated learning (AFL) system. The strategy described 

above allowses remote unmanned aerial vehicles (UAVs) to cooperate in training a model for 

universal anomaly identification. 

TABLE I 

SUMMARYOF RELATED WORK 

Ref Proposed Work 

[1] Differentially private resource sharing 

in vehicular networks by asynchronous 

federated learning. 

[2] An IIoT network, or supervisory 

control and data acquisition (SCADA) 

network, will become more trustworthy 

if a dependable and commercially 

viable cyberattack detection model is 

improved. 

[3] To protect privacy and reliability on 

IIoT data, PriModChain—a solution 

that integrates Ethereum blockchain, 

federated machine learning, differential 



IJFANS International Journal of Food and Nutritional Sciences 

[1]  

[2] ISSN PRINT 2319 1775 Online 2320 7876 

                                         © 2012 IJFANS. All Rights Reserved, UGC CARE Listed (Group -I) Journal Volume 8, Issue 1, 2019 

 
 

1117 | P a g e  

Research paper 

privacy, and smart contracts—is 

presented. 

[4] Using IoT technology and security 

approaches, the ADDetector system is 

designed to be user-friendly and 

private, use Alzheimer's disease (AD) 

as an example. 

[5] Digital twin edge networks (DITENs) 

are another concept that has been 

proposed to bridge the gap between 

digital environments and physical 

systems. 

[6] By incorporating digital twins into 

wireless networks, the digital twin 

wireless networks (DTWN) aim to shift 

real-time data processing and 

computing to the edge plane. 

[7] investigation of federated learning for 

increased security and privacy anomaly 

detection in Internet of Things systems. 

The first IoT anomaly detection system 

that preserves anonymity via a 

decentralized FL approach. 

[8] Publication of an enabled federated 

learning AIoT solution with edge-cloud 

collaboration that is effective and safe 

for sharing private energy data in smart 

grids. 

[9] For the purpose of protecting medical 

data, a convolutional interval type-2 
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fuzzy rough FL model with an 

enhanced multiobjective evolutionary 

method (CIT2FRFL-NAS) was 

developed. 

SYSTEM MODEL 

System architecture and issue statement for the suggested effort using federated learning to 

enhance Internet of Things security: Suppose we have a collection of K IoT devices, 

represented by the letters D1, D2,..., DK. For each device Di, we have a dataset Xi that is 

composed of Ni data samples. The data samples might be text, picture, or sensor data, among 

other sorts. The goal is to use this data to build a global machine learning model fθ while 

protecting the privacy of each device's data. 

Formally speaking, the issue is as follows: 

 

                                                              (1) 

where wi is the weight assigned to each device, L is the loss function, Yi is the corresponding 

label for device i, and θ is the global model parameter. 

 

Fig. 1.Federated Learning System Model [11] 
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The goal is to keep the data on each device and prevent it from being sent to a central server, 

all while minimizing the average loss across all devices. A federated learning framework may 

be used to do this, in which each device trains a local model on its own data and only sends 

the changes of the local models to a central server for aggregation. 

Making ensuring the global model can learn from the data on every device, even when the 

data distributions are different across devices, is the difficult part of this issue formulation. 

Techniques like differential privacy and federated averaging, which enable the global model 

to be trained on non-IID data while preserving data privacy, may be used to overcome this. 

Furthermore, the proposed effort intends to include blockchain technology into the federated 

learning framework in order to solve the problem of network security. The blockchain 

guarantees the security and immutability of the model updates as well as the preservation of 

each device's data privacy. This is accomplished by using a federated learning architecture 

built on a hierarchical blockchain that allows for safe and private collaborative IoT intrusion 

detection. 

The overall goal of the proposed work is to provide a global model training protocol for 

federated learning in IoT networks that is decentralized, safe, and privacy-preserving. This 

protocol will enable machine learning models to be trained on sensitive data while upholding 

network security and data privacy. 

 

I. PROPOSED MODEL 

Ensuring Privacy and Security in dispersed Networks aims to address the privacy and 

security challenges that arise in dispersed IoT networks. via just its own data, each device in 

the network creates a local model for the model via federated learning. These local models 

are then integrated to create a global model without the need for any shared raw data. 

The three primary components of the model are the central server, the edge server, and the 

local device. The local device trains a local model using sensor data via federated learning. 

Before transmitting the combined model to the main server, the edge server aggregates the 

local models it gets from nearby devices. Once the global model has been updated by the 

central server, the edge server distributes the new version to the nearby devices. 

The local devices use differential privacy approaches to introduce noise to their models 

before transmitting them to the edge server, therefore maintaining privacy. The edge server 
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then aggregates the noisy models, helping to preserve the privacy of each local model 

individually. To further enhance the security of the model during transmission, the central 

server encrypts the global model using homomorphic encryption. 

The proposed model further delineates strategies for addressing the issue of untrustworthy 

network devices. Devices that are considered unreliable or have low model accuracy are 

excluded from the training process. In doing so, the integrity of the training process is 

maintained and the overall accuracy of the global model is improved. 

All things considered, the proposed approach tackles the problem of unstable devices and 

provides a secure and private way to do federated learning in Internet of Things networks. It 

guarantees the privacy and security of sensitive data while enabling the development of 

accurate and trustworthy machine learning models. Without really sharing the data, the goal 

of federated learning is to develop a global model that can excel on all local datasets. In order 

to do this, we must use the local data from K distinct clients to improve the global model 

parameters θ. The goal is to identify the ideal values of θ∗ that will reduce the anticipated loss 

for each and every customer. Let Xi represent client I's local data, Yi represent the labels that 

correspond to them, and wi represent client I's weight. The weight in the global model 

indicates how significant the client's data is. One way to express the optimization issue is as 

                                                                     (2) 

Here, L is the loss function, EXi is the anticipated value of the loss over the local data Xi, and 

fθ(Xi) is the global model's forecast using the local data Xi and parameters θ. The weighted 

total of each client's anticipated loss is shown in the preceding calculation. The weight wi, 

which is usually correlated with the quantity or caliber of the client's data, indicates the 

significance of the data. Finding the ideal values for θ that minimize the estimated loss across 

all customers is the goal. Federated Learning allows the global model to learn from all of the 

clients' local data without actually sharing the data, which helps to maximize this function 

quantitatively. Clients train their models privately on their own data in a federated learning 

system; only model updates are shared with the central server for aggregation. In this manner, 

the confidentiality of the local data is preserved, and training the global model doesn't 

jeopardize the security and privacy of the client data. The new global model parameters are 

calculated by the central server using an appropriate aggregation technique, such as federated  
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averaging, after compiling the model updates from each client. After then, the clients get the 

updated global model parameters, and the procedure is repeated until the targeted 

convergence requirements are satisfied. In conclusion, Federated Learning helps to maximize 

this function quantitatively by allowing the global model to learn from the local data of all the 

clients without actually sharing the data. The objective function in Federated Learning is the 

weighted sum of the expected loss of each client. 

 

The suggested technique seeks to securely and privacy-preservingly implement federated 

learning for IoT devices. Every Internet of Things device first encrypts its local data using a 

safe encryption technique before sending it to an approved edge server. The federated learning 

process is centrally coordinated by the edge server. Next, in accordance with a pre-established 

selection criteria, the edge server chooses at random a subset of the accessible IoT devices to 

take part in the current training cycle. The edge server receives the encrypted data from the 

chosen devices, decrypts it, and compiles it into a global model update. After updating the 

model, the edge server encrypts it and transmits it back to the chosen IoT devices so they may 

use their local data for further training. This procedure is carried out again for many training 

cycles. 
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Fig. 2.Proposed work Flow Chart 

every round, with a new selection of devices chosen at random by the edge server. To further 

guarantee privacy protection, differential privacy measures are used to introduce noise into 

the aggregated data. The final objective is to minimize the loss function, which calculates the 

difference between the model's actual outputs and its anticipated outputs. In order to do this, 

the model parameters are optimized while maintaining security and privacy utilizing 

aggregated data from many IoT devices. To sum up, our approach ensures privacy and 

security in the federated learning process by allowing remote IoT devices to collectively build 

a model without disclosing private information to the edge server or to each other. 

This suggested federated learning algorithm is shown by this flowchart. The current iteration 

number, t, and the initial global model parameters, θ0, are established during the algorithm's 

startup stage. After then, the data is divided among the many local nodes, and each node uses 

its own data partition for local training. Next, the effectiveness of each node's model is 

assessed, and the global model is updated by averaging the weights from each local node's 

model. We keep doing this until we reach convergence. When the predefined number of 

iterations is achieved or the global model has converged, the algorithm comes to an end. 

Rectangles are used as start and stop points, trapezoids are used for inputs and outputs, 

diamonds are used as decision points, and rectangles are used as process stages in the 

flowchart. The stages are shown by arrows, and the direction of the arrows denotes the 

direction of information or control flow. All things considered, this flowchart offers a visual 

depiction of the phases included in the suggested federated learning algorithm. 
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SIMULATION RESULTS: 

The simulation results of the proposed federated learning algorithm well better in terms of 

MSE and also works well in distributing data onto the individual clients instead of working 

om centralised environment to achieve the data security 

 

Fig. 3. Mean Squared Error for Federated Learning Vs Centralised Learning Algorithms 

Mean Squared Error, or MSE for short, is a widely used statistic to assess how well 

regression models work. The average squared difference between the actual and anticipated 

values is what's measured. A model that fits the data better is indicated by a lower MSE score. 

The MSE values might be used to assess how well the trained models function on each IoT 

device within the framework of the Federated Learning for IoT methodology. A collection of 

model parameters that might be used to generate predictions on a validation set would be 

produced by the local training on each device. The difference between the predicted and 

actual values of the validation set might then be computed to get the MSE. After that, the 

devices may send these MSE values to the central server, which would utilize them in the 

aggregation process to update the global model parameters. Until the global model 

parameters converge to a set of values that minimize the total MSE across all the devices, the 

iterative process of local training and global aggregation might go on. 

In Fig. 3, the y-axis represents the model's mean squared error (MSE), while the x-axis 

represents the total number of training repetitions. The orange line represents the mean square 

error (MSE) of the model trained by centralised learning, whereas the blue line represents the 

MSE of the model learned through federated learning. As can be seen from centralised 

learning, all of the data is gathered and trained on a single machine, which can lead to 
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overfitting and a decline in the model's performance. Initially, the MSE of the model trained 

using centralised learning is lower than the MSE of the model trained using federated 

learning. This may be accounted for by the possibility of overfitting. Conversely, in the case 

of federated learning, the model is trained using local data maintained on every single device. 

Then, only the model updates—which helps to prevent overfitting and safeguard user 

privacy—are sent to the central server. Because of this, it is expected that, over time, the 

model trained through federated learning will perform better and be more resilient than the 

model trained through centralised learning, especially in situations where data privacy is a 

major concern. 

 

From Fig 4 we can observe the centralised learning scenario is represented by one bar in the 

bar plot shown in Figure 3, and the federated learning scenario is represented by the other bar. 

The y-axis  

 

Figure 5 shows the performance comparison between 
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shows the number of samples that were seen by each training method, while the x-axis 

displays the various training methods that were used to train the models. The number of 

samples that were viewed by each client in the federated learning scenario is displayed in a 

distinct manner, as each individual method in the scenario corresponds to a different client. 

The plot demonstrates that in a scenario of federated learning, each client only sees a portion 

of the total samples, whereas in a scenario of centralised learning, the central server sees all 

of the samples. Given that the clients do not have access to all of the data, this suggests that 

federated learning is superior to centralised learning when it comes to maintaining the 

confidentiality of the data. 

  

 

Fig. 6.Comparison of Accuracy 

ISSN PRINT 2319 1775 Online 2320 7876 
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The models that are federated and centralized.Performance comparison is the analysis of 

different federated learning systems based on how well they can accomplish a certain task or 

goal, including overall performance. A number of measures, including accuracy, speed, 

confidentiality, integrity, communication cost, or other relevant factors, may be used to 

evaluate performance, depending on the specific task at hand. Comparing the effectiveness of 

various federated learning algorithms, such as Federated Averaging, Secure Aggregation, or 
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Federated Dropout, in terms of obtaining high accuracy, rapid convergence, or little latency, 

is one way to assess performance in the context of federated learning.  

 

 

Fig. 7. Comparison of communication cost 

 

overhead in communication. A comparative analysis of the privacy and security aspects of 

different algorithms, including how well they shield private information and stop security 

lapses, may be included. The suggested model's accuracy is shown in Figure 6. An accuracy 

comparison evaluates how well various federated learning frameworks perform on a given 

job or dataset in terms of accuracy. Generally speaking, the framework performs better as 

accuracy increases. 

In a federated learning setting, for example, it may be required to evaluate the accuracy of 

many models that were trained using various federated learning methods, such as Federated  

Averaging, Secure Aggregation, or Federated Dropout. Before being combined to form the 

final model, the models might be trained locally on each client device where the data is kept. 

This issue involves a distributed dataset. 

The accuracy comparison might include comparisons of the final model's performance on a 

held-out test dataset or the rates at which several models converged during training. The 

accuracy comparison is often used to determine which federated learning algorithms are best 

suited for a given job or dataset and to assess how successful each one is. 



IJFANS International Journal of Food and Nutritional Sciences 

[1]  

[2] ISSN PRINT 2319 1775 Online 2320 7876 

                                         © 2012 IJFANS. All Rights Reserved, UGC CARE Listed (Group -I) Journal Volume 8, Issue 1, 2019 

 
 

1127 | P a g e  

Research paper 

A bar plot with the framework names along the x-axis and the accuracy values for each 

framework along the y-axis may be used to display the accuracy comparison. This makes it 

easier to compare the accuracy figures and allows for the identification of the best-

performing framework. Figure 7 compares the communication costs of the suggested 

paradigm with a few other approaches that are currently in use. The communication cost 

comparison focuses on measuring the communication overhead between clients and the 

central server in different federated learning frameworks. The quantity of data that has to be 

transmitted back and forth between the clients and server throughout the training process is 

referred to as the "communication cost". 

Federated learning is a distributed machine learning technique where local model changes 

from each client are sent to a central server for aggregate processing. The central server then 

sends the modified global model to the clients. How much communication is needed depends 

on the size of the model updates and the number of clients in the network. A reasonable 

method to assess communication costs in the context of federated learning would be to 

compare the efficiency of various federated learning algorithms, such as Secure Aggregation, 

Federated Dropout, or Federated Averaging, with respect to the amount of communication 

needed between clients and the central server during the training phase. The amount of time 

required to convey the data or the quantity of bits or bytes transferred may be used to 

calculate the cost of communication. A bar plot may be used to compare the costs of 

communication across different frameworks. Each framework's estimated communication 

costs are shown on the y-axis of the graphic, while their names are listed on the x-axis. This 

facilitates the comparison of the communication cost indicators and allows for the 

determination of the framework with the lowest communication cost. Distributed networks 

play a major role in this, particularly in situations where Internet of Things (IoT) devices 

have constrained power and communication capacity. 

 

VI. CONCLUSION 

In conclusion, machine learning models may be trained on dispersed devices using federated 

learning, a promising technique that protects user security and privacy. Federated learning 

reduces the risk of data breaches and unauthorized access by allowing data to remain on 

customers' devices, in contrast to centralized learning. This research compared the 
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performance of Federated Learning versus Centralized Learning on a simple regression test 

using simulated data. The results show that federated learning may achieve accuracy levels 

comparable to centralized learning while maintaining user privacy protection. The research 

also demonstrates that popular machine learning frameworks like TensorFlow Federated may 

be used to implement federated learning. Overall, the results show that Federated Learning 

has a lot of promise as a powerful machine learning tool on distant networks, especially for 

jobs requiring large amounts of data or sensitive data. These early findings are promising and 

provide a strong foundation for further study in this area. 
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