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Abstract: 

 Predicting software defects has become a significant area of research in the field of software 

engineering. By concentrating on faultaprone modules, the precise prediction of defectaprone 

software modules can aid in software testing efforts, lower expenses, and enhance the 

software testing process. Data sets on software defects are asymmetrical, with relatively few 

faulty modules in comparison to those without defects. The presence of noisy attributes in the 

dataset leads to a considerable fall in the performance of software defect prediction. In this 

study, we suggest combining the bagging technique with evolutionary algorithms to enhance 

software defect prediction performance. To address the issue of feature selection, a genetic 

algorithm is utilised, while the bagging technique is utilised to address the issue of class 

imbalance. The range of applications for genetic algorithms is expanding quickly, according 

to a survey of papers on the subject. The primary objective of the writers is to offer a 

productive feature selection for the advancement of the study. 
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1 Introduction 

In the fields of machine learning and data analysis, genetic feature selection is a potent 

method for selecting the most pertinent variables or features from a dataset. It becomes an 

essential instrument for improving the precision and effectiveness of defect prediction models 
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when used in software defect prediction[10]. Feature selection in this context refers to 

determining the most significant features or attributes of software code that is most likely to 

be connected to flaws or faults. 

Predicting software defects is an essential effort in software engineering that attempts to find 

possible problems or flaws in a software system before they become an issue in a production 

setting. Code complexity, code churn, code coupling, and other software metrics are only a 

few of the many code traits and metrics that are frequently used in traditional defect 

prediction models. All of these measurements might not be equally useful or instructive for 

defect prediction, though[11]. 

Herein lies the role of genetic feature selection. It draws inspiration from genetic algorithms, 

a class of optimisation algorithms grounded in the ideas of evolution and natural selection. 

Using a population of possible feature subsets, genetic feature selection techniques iteratively 

evolve and choose the most useful feature subsets depending on how well they perform in 

defect prediction tasks[12]. 

 

1.1 Objectives 

The following lists the primary goals of this investigation: 

 A genetic algorithm is used to identify the most significant attribute associated with fault 

occurrence and to solve the problem of faulty module prediction. 

 The ultimate goal is to offer an effective feature selection for the research's continued 

advancement. 

 Numerous studies have been conducted in the area of genetic algorithms, and numerous 

researchers have put forth helpful methods for feature selection and genetic algorithms. 

The main elements of genetic feature selection for software_defect_prediction are 

summarised as follows in brief: 

 Population Initialization: A population of possible feature subsets is formed at the start of 

the procedure. You can think of these subsets as various feature combinations from the 

original dataset. 

 Fitness Function: Each feature subset in the population is assessed for quality using a 

fitness function. The fitness function evaluates the ability of a certain group of features to 

predict errors in the context of software defect prediction. This can entail using various 

feature subsets to train and evaluate machine learning models. 
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 Genetic Operations: The population's feature subsets are subjected to genetic operations 

such as crossover, mutation, and selection. By simulating natural selection and evolution, 

these techniques promote the survival and propagation of feature subsets with superior 

predictive ability. 

 Iterative Improvement: Over several generations, the algorithm repeatedly improves the 

population by choosing feature subsets that do well in defect prediction tests. Until a 

stopping requirement is satisfied or the algorithm converges to a solution, the procedure 

is repeated. 

Finding a subset of features that reduces false positives and false negatives in defect 

prediction models is the ultimate goal of genetic feature selection in software defect 

prediction. Software engineers can concentrate their efforts on the most important 

sections of their code base by using this strategy to create defect prediction systems that 

are more accurate and efficient by minimising the amount of unnecessary or redundant 

functionality[13]. 

 

2. Literature Review 

Since 1990, software bug prediction has gained prominence, and as software engineering has 

advanced, so too has the number of research articles published in this area. The vast majority 

of applications have flaws[14]. These fall into one of four categories: Critical, High, Medium, 

or Low. They may arise from small to large problems (Dhavakumar & Gopalan, 2021). The 

majority of the literature now in publication focuses on developing prediction models for bug 

identification utilising data mining classification techniques, software quality measurements, 

and historical data sets. This section covers earlier research on the prediction of software  

bugs utilising hybrid approaches, supervised and unsupervised machine learning techniques, 

and neural networks. Hybrid approaches are those that combine several optimisation 

strategies influenced by nature with machine learning techniques[15][16]. Table 1 depicts the 

various authors proposed models for software defect detection by using Genetic algorithms. 

 Natural systems and phenomena, including ant colonies, particle swarms, fireflies, bats, 

hawks, and genetic development, serve as the inspiration for natureainspired algorithms. 

These algorithms handle difficult optimisation and prediction problems by imitating the 

adaptive properties and behaviour of these natural systems. These algorithms have the ability 

to go beyond the drawbacks of conventional methods and produce predictions that are more 
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precise and effective in the context of software failure prediction. Numerous research works 

have examined the predictive power of algorithms inspired by nature in software defects. 

Researchers have experimented with and developed a variety of machinealearning techniques 

in an effort to anticipate and prevent errors in production. It is well known that the most 

costly stage of the software development lifecycle is software maintenance[17][18]. 

Organisations can assist in lowering the maintenance effort, time, and total cost of a software 

project by using a software defect forecasting model [19]. The diverse algorithms that have 

been studied stem from different discoveries and associations between certain software 

metrics and fault proneness [20]. This study follows the recommendations of a recent 

comprehensive literature review [4] and employs 4 of several ML classifiers. According to 

two research, models for software defect prediction based on machine learning [21]. 

Table 1: Various Proposed Software Defect Detection models by using Genetic Algorithms. 

Sn

o 

Authors Article Title Year of 

Publica

tion 

Proposed 

Model 

1 A.M. 

Sherrya and 

Manisha 

Saraswat 

“TestaSuitesaPrioritizationaforaRegressionaTes

tingausingaGenetic Algorithm[1].” 

2014 Test Suites 

Prioritizati

on for 

Regression 

Testing 

2 RijwanaKha

n and 

MohdaAmja

d 

“AutomatedaTestaCaseaGeneration 

usingaNatureaInspiredaMetaaHeuristicsaGeneti

caAlgorithm: A Review Paper[2].” 

2014 Automated 

Test Case 

Generation 

3 RavneetaKau

r 

“MultiaObjectiveaGeneticaAlgorithm 

ForaRegressionaTestingaReduction [3].” 

2014 Objective 

Genetic 

Algorithm 

4 Manjula and 

Florence 

“Deep neural networkabased hybrid approach 

for software defect prediction using software 

metrics[4].” 

2018 Genetic 

Algorithm 

(GA) for 

feature 
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selection 

5 “Chondrodi

ma, Eva, 

Georgiou, 

Harris, & 

Pelekis, 

Nikos, 

Yannis 

Theodoridis 

“ 

“Particle swarm optimization and RBF neural 

networks for public transport arrival time 

prediction using GTFS [5]”. 

2022 NNs with 

metaaheuri

stic 

techniques 

6 “Ruba Abu 

Khurma  , 

Hamad 

Alsawalqah , 

Ibrahim 

Aljarah , 

Mohamed 

Abd Elaziza 

and Robertas 

Damaševiˇci

usa”, 

“AnaEnhancedaEvolutionaryaSoftwareaDefecta

PredictionaMethod UsingaIslandaMothaFlamea 

Optimization, Mathematics[6]” 

2021 Island 

Moth 

Flame 

Optimizati

on, 

Mathemati

cs 

7 “TUSHAR 

ARORAa, 

HARSHIT 

SAINIa, 

SACHIN 

GARGa”  

“NatureaInspiredaApproachesain 

SoftwareaFault Prediction[7]”. 

2023 NatureaIns

pired 

Approache

s 

8 “”Medhunha

shinia ,Ks 

jeen 

marselinea”” 

“A hybridageneticabasedagreyawolf 

optimizedasophisticatedasupport 

vectoramachinea(ssvm) model for software 

defect prediction[8] “ 

2023 Hybrid 

genetic 

based grey 

wolf 
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optimized 

sophisticat

ed support 

vector 

machine 

 

2.1 A.M. Sherryaand ManishaSaraswata: Test Suites Prioritization for Regression Testing 

In order to prioritise the execution of test cases during system or software regression testing, 

authors used a genetic algorithm. A testacaseasequence, or testasuite, with a higher fitness 

value is given priority for execution during testing. Authors utilised a fitness function to 

measure the efficiency of the test case (a test case covering more modified lines is more  

efficient). There is a greater chance to obtain a solution that is almost optimal when genetic 

algorithm repeatedly or across a large number of generations are used[1].” 

2.2 RijwanaKhan and MohdaAmjad : AutomatedaTestaCaseaGeneration 

The automated test case generation utilising genetic algorithms—natureainspired meta 

heuristics—is the main topic of this work. The creation of test data is a crucial stage in the 

automation of software testing, and as such, it has an indirect bearing on the calibre of 

software development. They used an experiment analysis to apply the improved genetic 

algorithm for automatic test case generation, and their findings demonstrated that the 

improved genetic algorithm outperforms the basic genetic algorithm in terms of efficacy and 

efficiency of automated test case generation [2]. 

2.3 Ravneet Kaur : MultiaObjective Genetic Algorithm 

Similar findings were found in (Kriti Singh and Paramjeet Kaur, 2014), albeit multiaobjective 

regression testing reduction was added. The shortcomings of the genetic algorithm are 

addressed by the multiaobjective genetic algorithm. The main goal of this work was to 

optimise regression testing using a multiaobjective evolutionary algorithm, taking into 

account factors like test case complexity and simplicity. When two or more objectives must 

be met at the same time, the problem is said to be solved by multiaobjective optimisation. 

Frequently, these goals contradict one another and are articulated in disparate terms. 

Multiobjective optimisation problems, by their very nature, typically have several solutions, 

sometimes known as Paretoaoptimal or nonadominated solutions. The graph that results 

whenasuchasolutionsaare represented in the objective functionaspace is referred to as the 
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Paretoaoptimal set or the Paretoafront. A multiobjective optimisation issue is generally 

formulated as a setaofaobjectivesawithaaanumberaofainequalityaandaequalityaconstraints 

[3]. 

2.4 Manjula and Florence: Genetic Algorithm (GA) for feature selection 

Using data from the PROMISE repository and the MATLAB programme, Manjula and 

Florence (2018) created a defect model that uses a DNN method for classification and a 

Genetic method (GA) for feature selection. The model was contrasted with SVM, kanearest 

neighbour, and Decision Tree algorithms, among others. The results of the evaluation showed 

that the suggested method, which achieved an accuracy of 97%, outperformed the other  

methods indicated. Another model for bug prediction utilising NN parameter optimisation 

and a GA was proposed by Wahono et al. (2014)[4].” 

2.5 Chondrodima, Eva, Georgiou, Harris, & Pelekis, Nikos, Yannis Theodoridis: NNs with 

metaaheuristic techniques 

It is observeda that a large numbera of excellent models have been applied to the analysis of 

bug prediction. Nevertheless, these methods still have issues with algorithmic complexity, 

prediction accuracy, and processing time when it comes to defect prediction. Practical 

constraints of Deep Learning models include the necessity for huge training datasets, the 

difficulty of establishing the optimal hyperaparameters for each problem and dataset, and 

their lack of interpretability. As was already said, natureainspired methods allow deep 

learning parameters to be optimised and can be used as a base for machine learning 

optimisation algorithms in the future. Current stateaofatheaart studies have concentrated on 

training NNs with metaaheuristic techniques (Chondrodima et al., 2022). Our effort intends 

to develop a novel hybrid strategy that can improve prediction accuracy in order to overcome 

the aforementioned problems. Although DNN and NIAs have previously been merged, we 

concentrate on an alternative method that combines NIAs and DNNabased GA models for 

fault prediction [5]. 

2.6 Ruba Abu Khurmaa  , Hamad Alsawalqaha , Ibrahim Aljaraha , Mohamed Abd Elaziza 

and Robertas Damaševiˇciusa: Island Moth Flame Optimization, Mathematics 

In order to improve the BMFO for handling the FS problem in the field of software defect 

prediction, this research suggests the island model. The name of the new variation is 

(IsBMFO). The island model creates a collection of islands out of the moth population and 

uses migration to transfer traits among the islands. This idea can regulate the algorithm's 
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convergence and increase the variety of possible solutions. Differentacopies of MFOaare 

applied independently and asynchronously on each island in IsMFO. The suggested method 

is assessed using three metrics: arecall, aprecision, and aGamean in addition to the statistical 

rank test and convergence scales. The average arecall, aprecision, and gmean of the 

classifiers aNB, aKNN, and aSVM applied without FS, with BMFOaFS, and with 

IsBMFOaFS were compared in the tests. The values of the evaluation measures increased 

dynamically. When the classifiers were applied to the datasets without FS, the lowera values 

from the three classifiers were obtained. When the aIsBMFOaFS was used, the best outcomes  

were obtained. The SVM classifier performed the best in three experiments, with the NB 

classifier coming in second. The KNN classifier produced the lowest results. Additionally, on 

71% of the datasets, the classifier SVM's convergence behaviour outperformed that of the NB 

and KNN[6]. 

2.7 TUSHAR ARORA , HARSHIT SAINI , SACHIN GARG : NatureaInspired Approaches 

 This study examined many natureainspired optimisation algorithms' efficacy in predicting 

software faults. The results of the experiments showed that these algorithms may efficiently 

optimise test cases for defect identification in a shorter amount of time. Test cases were 

optimised using genetic algorithms, particle swarm optimisation, ant colony optimisation, 

Harris Hawks optimisation, firefly optimisation, and BAT optimisation. Three datasets (JM1, 

CM1, and PC1) were used to assess the algorithms' performance. The Harris Hawks 

Optimisation algorithm performed the best among these algorithms in terms of computing 

efficiency and defect identification. The outcomes also revealed that software testing can be 

conducted more effectively and efficiently by utilising optimisation methods that are inspired 

by nature. All things considered, this study offers insightful guidance to software testers and 

developers on selecting the best optimisation method for software failure prediction[7]. 

2.8 Medhunhashini1 ,Ks jeen marseline : hybrid genetic based grey wolf optimized 

sophisticated support vector machine 

Predicting software defects is essential to improving the quality of any software. The 

Sophisticated Support Vector Machine (SSVM) model proposed in this paper combines the 

potent qualities of Grey Wolf Optimisation and Genetic Algorithm. In order to address the 

representativeness issue, the dataset is examined, and relevant defect data is chosen. Using 

defect data from JDT and MyLyn Java Projects from the AEEEM repository, the suggested 

SSVM model is examined. The procedure of selecting features involves the use of a genetic 



IJFANS International Journal of Food and Nutritional Sciences 

[1]  

[2] ISSN PRINT 2319 1775 Online 2320 7876 

                                         © 2012 IJFANS. All Rights Reserved, UGC CARE Listed (Group -I) Journal Volume 8, Issue 1, 2019 

 

325 | P a g e  

Research paper 

algorithm. Using the defect data, a support vector machine is employed to train the model. An 

improved method for predicting which modules are broken or not is to use a GWO algorithm 

to determine the hyperparameter's optimal fitness value for 𝛾 tuning. The True Positive Rate, 

False Positive Rate, Confusion Matrix, and F1 Score are used to gauge the effectiveness of 

SSVM. Comparing the classic SVM with SVMaGA, the experimental findings provide a 

greater accuracy rate of 75.30% and 77.30%, respectively. It was possible to overcome the  

dataset representative difficulty by putting out the SSVM model. Future work will address the 

major impact of an unresolved temporal dynamic issue on prediction model performance [8]. 

3. Conclusion 

A comparativeasurvey on geneticafeature selection for software fault prediction has been 

presented in this paper. It would enhance the software fault prediction's performance. The 

feature selection issue is addressed by the authors' research goal to create a genetic algorithm, 

and the class imbalance issue is addressed by using the bagging technique. Certain systems 

are reusable in several kinds of genetic algorithms. For the majority of classifiers, however, 

the combination of the bagging technique and genetic algorithm significantly improves 

prediction performance. 
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