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Abstract 

Being a source of food, raw resources, and jobs, agriculture is essential to the global economy. 

However, with a growing population, the demand for food production has increased, making it 

imperative to improve crop yield and sustainability. Since agriculture is greatly influenced by the 

surrounding natural conditions, we face many challenges in actual agriculture practices. one of 

the biggest challenges faced by farmers in determining the right crop and fertilizer to use for 

optimal yield. Efficient technology can be used to increase yields and reduce possible challenges 

in this area. One approach is to use machine learning techniques to propose crops and fertilizers 

to farmers based on their unique needs. In this article, we present a crop and fertilizer 

recommendation system developed using efficient ML models. We link our model with a web 

application that allows users to input their data and receive personalized recommendations in 

multiple regional languages. Our system aims to provide farmers with an easy-to-use tool that can 

help optimize their crop yield and increase sustainability. 

Keywords – LightGBM, GOSS( Gradient One Side Sampling ), EFB ( Exclusive Feature Bundling ) 

 

1. Introduction

Crop and fertilizer recommendation systems may be extremely beneficial to farmers in 

terms of increasing yields and earnings. In this article, we present a machine-learning 

model based on LightGBM that can recommend crops and fertilizers based on various input 

features. Our model was trained on publicly available datasets of crop and fertilizer data, 

and we evaluated its performance using a range of metrics. 
 

To make our model more accessible to farmers, we also developed a web application that 

allows users to input their data in various regional languages. The application then returns 

recommendations for crops and fertilizers based on the input data, making it easier for 

farmers to make informed decisions about their crops and fertilization strategies. 
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2. Literature Review 

In [1], the paper aims to build a crop recommendation system. The recommendation system 

is built by training an ML model on the XGBoost, Random Forest, Logistic Regression and 

Decision tree. Where the highest accuracy is obtained by the XGBoost algorithm i.e,98%. 

And, they have developed a web application which takes feature values to predict as input 

and displays the predicted crop to the users. 

 

In [2], this paper mainly describes two things, Finding the Grade of the Soil and Crop 

Recommendation. Finding the grade of the soil helps farmers to understand the quality of 

the soil by considering the various soil nutrients, this is found by the regression algorithm 

and the Gradient Descent Algorithm minimizes the cost function. Crop recommendation 

helps to find the suitable crop for the soil details provided, this paper considered the 

dataset from the ICRISAT Development Center of AP Government, to train the model with 

the above various supervised ML algorithms like Naïve Bayes, SVM and Random Forest are 

considered, among all Random Forest Classifier has given the highest accuracy of 72.74%. 

 

In [3], In addition to offering optimal crop recommendations for a particular upazila in 

Bangladesh, the research attempts to develop a suitable model for categorizing various 

types of soil series data. It mainly describes two aspects, i.e, soil classification and crop 

suggestions. The paper's soil dataset was gathered from six upazilas in the Khulna area, 

Bangladesh. It contains a class label (upazila code) and  chemical features of soil (pH, 

Salinity, Organic matter, P, S, Zn, B, Calcium, Mg, Cu, Fe, and Manganese). The crop 

dataset is created based on the class label, map unit, upazila code, and crops. Firstly, the 

given soil is classified and a class label is generated using weighted K-NN, Bagged Tree, 

and, Gaussian Kernel-based SVM ML techniques. Based on the generated class label, they 

have shown the crop suggestions. Among all considered ML techniques, SVM gives the 

highest accuracy of 94.95%. The paper limits itself to a specific region, i.e, Khulna district, 

Bangladesh. It is difficult to extend a crop dataset to cover all over India. The accuracy can 

be further increased by using boosting techniques. 

 

In [4], the paper aims to recommend a crop to users based in South Indian states like 

Karnataka, Kerala, Tamil Nadu and Andhra Pradesh. This paper doesn’t take any 

information regarding soil nutrients and quality but rather it takes input about the region 

i.e, state and district and season. In this paper, the model is trained with a Random Forest 

Classifier. The web page is built as part of this paper, which has login and registration of 

users who want to access model prediction. Along with crop recommendation PH, Rainfall 

and Temperature suitable to grow the crop are provided. Crop Rotation is made Feasible by 

providing alternate crops which can be grown considering the predicted crop type. 
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In [5], the paper aims to come up with a strategy for crop selection based on weather and 

soil factors to optimize agricultural output. It mainly describes two aspects, i.e, Sessional 

weather prediction based on that it tries to identify a suitable crop. The data utilized for 

weather forecasting comes from NRSA Hyd station containing 5 years' worth of 

meteorological characteristics like temperature, moisture, sun hours, wind direction etc. 

Recurrent neural network (RNN) has been used to forecast seasonal weather. The crop 

dataset contains soil features, temperature, humidity etc and crop as the class label. The 

weather forecast obtained is used to predict the crops. Machine learning models like K- 

Nearest Neighbour, Decision Tree, and Random forest are used to predict the crops & yield. 

The accuracy metrics are not mentioned in the research paper but Random Forest most 

likely gives better accuracy than the rest. The paper can be extended by adding fertilizer 

recommendations. 

 

In [6], This paper aims to develop a Crop and Fertilizer Recommendation System along with 

Yield Forecasting and Crop Rotation. Voting-based ensemble classifier containing Naïve 

Bayes Classifier, Random Forest Classifier, and CHAID Classifier (Chi-square Automatic 

Interaction Detection) is considered, by following majority voting a crop is recommended to 

the user. Based on the type of crop recommendation suitable fertilisers will also be 

recommended to the user. If the area of land is provided as input then the amount of yield 

will be provided to the user. Crop Rotation is made possible by providing alternate crops 

which can be grown based on the crop season and recommendation. For Crop 

Recommendation accuracy of 92% was achieved by following the Voting-based ensemble 

classifier. 

 

In[7], This research paper attempts to build a model to predict crops based on the input 

provided, this paper provides a web application which takes phosphorus, nitrogen, 

potassium, PH, temperature, season etc as input and these inputs are passed to the trained 

model and it recommends the crop as the output. Along with the type of crop webpage also 

provides brief details about the type of climate and soil suitable to grow the recommended 

crop. This paper only recommends 8 types of crops and the model is also trained with the 

data of these 8 crops only and the model is trained with the KNN algorithm. In this paper 

Accuracy achieved is not described. 

 

3. Problem Identification 

Technological Changes in the agricultural sector tend to be very slow. It is often observed 

that farmers tend to cultivate the crops which have more demand / high price in the 

market, without properly considering the suitability of minerals in the soil and other 
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external factors (rainfall, humidity,...) to grow the crop. Which leads to the cultivation of 

less yield crops. 

 

By reviewing the considerations and methodologies used in the research papers [10-18], 

they have tried to develop ML models to recommend crops and fertilizers to produce a good 

yield. Some considered building a web application to ease the process of accessing the 

recommendation system. There are certain ways through which we can improve the 

recommendation system further they are: (i) Rather than asking users to forecast the values 

of the temperature, humidity, etc. we can make use of the APIs to forecast those values. (ii) 

Web application built above only supports English. So, expanding language support even 

further could help reach a wider audience and make the application more accessible to 

users who do not speak or understand English. 

 
 

4. Proposed Methodology 

We propose the development of a crop and fertilizer recommendation system both distinctly 

using machine learning techniques. Our methodology involves training a LightGBM model 

on two datasets - one containing crop recommendations and another containing fertilizer 

recommendations. The model will be trained on the features present in both datasets, such 

as soil pH, temperature, humidity, and rainfall. 

 

Figure 1:complete working process and architecture of crop and fertilizer recommendation 

system 

 

After training the model, we will link it to a web application that asks users to enter values 

of the features present in the datasets. The application will be designed to display text in 

multiple regional languages for better accessibility. Based on the user inputs, the model will 

provide recommendations for the most suitable crop or fertilizer for the given conditions. 
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We are trying to improve the following aspects through our proposed system: (i) improving 

the accuracy, speed of processing and reduced memory usage (ii) We will be extending our 

web applicationto support different regional languages like Telugu, Hindi, Tamil, … (iii) 

Making use of weather APIs to forecast the values of  features like temperature, humidity, 

etc. 

 

5. Implementation 

Implementation of the project can be described through the following steps:  

 

Figure 2:Working process of LightGBM model 

 

1. Data Collection: We gathered the crop dataset from Kaggle, which contains 

information on various factors such as soil type, rainfall, temperature, humidity, 

and pH levels, to predict the most suitable crop for a given set of environmental 

conditions. Similarly, we also collected the fertilizer dataset from Kaggle, which 

contains information on various fertilizers and their suitability for different crops. 

2. Data Preprocessing and Data Analysis: Once we collected the datasets, we 

performed data cleaning and preprocessing to ensure that the data was suitable for 

training the machine learning model. Data sets have no missing or incomplete data, 

no outliers, and encoding. After that, we tried to identify different patterns and 

relations between the features by finding correlations 

3. Model Training and Evaluation: We trained the LightGBM model using the 

preprocessed data and evaluated its performance using various metrics such as 

accuracy, precision, recall, and F1 score. 

4. Integration with Web Application: With the trained and optimized LightGBM model 

in hand, we integrated it with a web application to provide a user-friendly interface 

for users to input their environmental conditions and receive recommendations for 
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the most suitable crop or fertilizer. We used Flask as the web application framework 

and deployed it on a cloud-based platform to ensure scalability and availability. 

5. Testing and Deployment: Finally, we tested the crop and fertilizer recommendation 

system thoroughly to ensure that it performs well in a real-world scenario.  

 

5.1 Algorithms 

LIGHTGBM ALGORITHM: 

LightGBM is a gradient-boosting framework that employs a tree-based learning algorithm. It 

is designed to be efficient and scalable and can handle large-scale datasets with millions of 

examples and features. One of the key features of LightGBM is its ability to handle 

categorical features directly, without requiring one-hot encoding or other preprocessing 

steps. This makes it particularly well-suited for datasets with mixed data types, such as the 

crop and fertilizer datasets used in this study. Another advantage of LightGBM is its ability 

to handle imbalanced datasets. Overall, LightGBM has become a popular choice for 

machine learning practitioners due to its speed, accuracy, and flexibility by providing a few 

other features like EFB (Exclusive Feature Bundling) and GOSS (Gradient One Side 

Sampling). 

 

5.1.1 EFB (Exclusive Feature Bundling): LightGBM safely identifies features which are 

mutually exclusive i.e, they never take zero value simultaneously and bundle them into a 

single feature to reduce complexity. LightGBM considers the following properties to find out 

the mutually exclusive features in the EFB:  

● Correlation: LightGBM bundles the features which are not highly correlated with 

each other. This is because features that are highly correlated with each other are 

likely to contain similar information and therefore should not be bundled together to 

avoid loss of information. 

● Information Gain: Bundles the features that have similar information gain, which 

helps to reduce the overfitting & dimensionality. 

● Split Gain:  Features that have high split gain are likely to be more important and 

should not be bundled with other features. Split gain measures how much the target 

variable's variability is reduced by splitting the data based on a particular feature. 

● Similarity: Features that are similar in terms of  data distribution, mean that they 

are providing similar information to the model. By bundling these features together, 

LightGBM can reduce the number of splits needed to capture the information they 

provide, which can help prevent overfitting. 

EFB can reduce the number of features in the dataset and improve the model's performance 

by reducing the risk of overfitting. 

 



1681 | P a g e 

IJFANS INTERNATIONAL JOURNAL OF FOOD AND NUTRITIONAL SCIENCES 
 

ISSN PRINT 2319 1775 Online 2320 7876 

 
Research paper © 2012 IJFANS. All Rights Reserved, UGC CARE Listed ( Group -I) Journal Volume 11, Iss 12, Dec 2022 

 

 

 

Figure 3: Exclusive Feature Bundling of two features into one[8] 

 

5.1.2 GOSS (Gradient based One Side Sampling): It is a technique used in the LightGBM 

algorithm to reduce the computational cost of gradient boosting. GOSS aims to sample 

more examples that have large gradients (i.e., the data points that are more informative for 

the model) while reducing the number of examples that have small gradients.  

The GOSS approach is a two-step process. In the first step, GOSS samples a subset of the 

training examples based on the gradients of the loss function. Specifically, GOSS calculates 

the gradient of each example in the training set and sorts them in descending order based 

on their magnitude. Then, it selects the top 20% of examples with large gradients and  80% 

of the examples with small gradients will be sampled. In the second step, GOSS trains the 

LightGBM model using the sampled training examples. This allows the model to focus on 

informative examples while reducing the number of computations required. 

 

Figure 4: Selection of instances using GOSS[9] 

6. Results & Conclusion 

 

 

Figure 5: Crop Prediction using LightGBM 
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Figure 6: Fertilizer Prediction using LightGBM 

 

 

Figure7: Web Application Home Page 

 

 

Figure 8: Crop Recommender Page 
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Figure 9: Fertilizer Recommender Page 

 

Model Recommendation 

System 

ACCURACY 

 

LightGBM 

Model 

Crop 99.54% 

Fertilizer 99.99 % 

Table 1: Obtained model Accuracies for both Crop and Fertilizer Recommendation System 

In conclusion, the crop and fertilizer recommendation system developed using the advanced 

gradient boosting algorithm LightGBM has shown promising results in accurately predicting 

the best crop and fertilizer based on input parameters. 

 

7. Limitations and Future Scope 

It can be further extended by integrating pesticide recommendation system. Moreover, we 

can also consider developing a mobile application to make it easier for farmers to access the 

recommendation system on their smartphones. Overall, this article provides a promising 

solution to the problem of crop and fertilizer recommendation, and there are numerous 

opportunities for further research and development in this field. 
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