
 
IJFANS INTERNATIONAL JOURNAL OF FOOD AND NUTRITIONAL 

SCIENCES 

ISSN PRINT 2319 1775 Online 2320 7876 
            Research Paper © 2012 IJFANS. All Rights Reserved, Journal Volume 09, Iss-3, 2020 

 

284 

 

A Customer Preference-Based Intelligent Song Recommendations 

System 
Sonu Airen1,Puja Gupta*2 

1,2Assistant Professor 
1,2Department of Information Technology, SGSITS, Indore, 452001, India, 

Email id  Sonugoyal24@rediffmail.com1
,pooja1porwal@gmail.com2* 

* Corresponding Author, pooja1porwal@gmail.com 

 

Abstract : The rise of digital music platforms has made customized music recommendation 

systems more important than ever. This study suggests an automated musical recommendation 

system that uses listener preferences to improve user satisfaction. The system utilizes machine 

learning techniques to examine user behavior, including hearing the past, genre preferences, 

emotions, and environmental variables. The system creates personalized music suggestions by 

using collaborative filtering methods, content-based filtering, as well as hybrid approaches to 

match the specific interests and preferences of each listener. The system also includes feedback 

systems to constantly improve suggestions and adjust to changing customer tastes over time. The 

evaluation findings confirm that the suggested approach is successful in delivering precise and 

relevant music suggestions, thus improving user pleasure and involvement. The technology 

shows potential for enhancing music exploration and cultivating a more customized and 

pleasurable listening experience for consumers on different digital music platforms. 

Keywords : Digital Music, Machine Learning, Information Retriveal,Recommendation System. 

 

Introduction  

Today, the vast amount of music accessible on different platforms may be overwhelming for 

listeners, making it difficult to find new music that suits their interests. Acknowledging this 

predicament, there is a rising interest in creating automated music recommendations that use 

complex algorithms as well as machine learning approaches to provide customized music 

suggestions based on individual interests.The introduction of these recommendation algorithms 

signifies notable progress in the field of music discovery, providing listeners with a tailored 

collection of music that aligns with their musical preferences, hobbies, and emotions. These 

systems may create accurate and relevant suggestions by evaluating extensive user data, like as 

listening to the past, genre tastes, and non-verbal signals, to identify patterns and correlations. 

The fundamental principle underlying these automated music recommendation systems is 

listener choice modeling, which entails the capture and comprehension of the complex intricacies 

that comprise the unique preferences of each listener. By leveraging advanced algorithms, these 

systems are capable of acquiring knowledge from user feedback and interactions to consistently 

improve and adjust their suggestions. This guarantees that every user will have a unique and 

gratifying listening experience. 
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Automatic music recommendations not only provide convenience but also facilitate exploration 

and discovery, thereby nurturing a more profound connection between consumers and music. 

Through the process of acquainting consumers with undiscovered artists, genres, and tracks, 

these systems enhance the overall musical experience and foster a more vibrant and diverse 

music ecosystem. 

Yet, creating efficient music recommendation systems poses obstacles. To maintain the precision 

and significance of suggestions, it is essential to carefully assess variables such as data quality, 

algorithm transparency, and user privacy, while also including elements of serendipity and 

innovation. 

 

Nowadays, almost all e-commerce and online streaming platforms use Recommender Systems to 

enhance user experience and increase profitability. Platforms such as Netflix, Amazon, and 

Flipkart use algorithms to retain consumers by offering personalized recommendations based on 

their preferences. Recommenders employ the user's past searches and other data to suggest items. 

An example of such a suggestion is the one involving Amazon. It recommends goods that are 

similar to the one being seen, as well as things that other customers who saw the same product 

also purchased. Netflix provides suggestions depending on the specific movie type, language, 

cast, subject, or genre that a user has seen. Several online music streaming platforms, such as 

Spotify, Pandora, and iTunes, provide personalized suggestions to cater to the user's preferences 

[1].   

 

This study explores the creation, execution, and assessment of an automated music 

recommendation system that relies on modeling listener preferences. We investigate the 

methodology and strategies used to create a strong recommendation system that focuses on the 

user, drawing on data mining, machine learning, and design for users principles. We evaluate the 

system's efficacy and usability via empirical investigations and user assessments, providing 

insights into its practical consequences and prospective directions for additional research and 

creation in the music recommendation area. 

 

Literature Survey   

 

The Internet is an ever-expanding source of limitless knowledge. There are several e-commerce 

websites and a vast array of items accessible online, causing shoppers to struggle in making 

informed judgments. Recommendation systems consist of objects, users, user-item matching 

algorithms, and multiple recommendation methodologies. Initial music recommendation systems 

mostly used collaborative filtering methods, examining user activities and tastes to provide 

suggestions. Content-based approaches were introduced to include music elements and metadata 

in order to enhance recommendation accuracy. Yet, these methods often faced challenges in 

accurately representing the varied and individualistic aspects of listener tastes. The 

implementation of systems for recommendations[12] has demonstrated their indispensability and 
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garnered appreciation due to their capacity to assist customers in making timely and informed 

decisions. Recommendation systems are software applications that employ various 

methodologies to offer users product recommendations. The suggestions correspond to various 

decision-making processes, such as selecting products for purchase, listening to music, or 

reading online news. The recommendation system operates by retaining the user's selection in 

memory and analyzing their visits to its website. Moreover, this analysis is implemented to 

provide recommendations to the user [2].   

 

Roy et al.[3] suggested a machine learning algorithm that suggests resumes to HR based on job 

descriptions. The proposed method first grouped resumes. Second, it recommends resumes based 

on job description match. The recommended strategy captures resume insights and semantics 

with 78.53% Linear SVM classifier accuracy. Deep learning models like a Convolutional 

Recurrent Neural Network, and (LSTM) Long-Short Term Memory, among others, may increase 

model performance. The suggested method may develop an industry-specific model if the 

industry provides several resumes. Adding experts in the field like HR specialists and using their 

comments to improve the model may improve accuracy.  

Chang et al.[4] developed the PMRS, a personalized music recommendation system based on 

convolutional neural networks (CNN). The CNN approach categorizes music into different 

genres by analyzing the sound signal rhythms. PMRS combines the output of the CNN and log 

files to provide an integrated filtering (CF) recommendation engine for music suggestions. Every 

user's history in the PMRS is documented in a log file. The PMRS retrieves the user's history 

from the log file and offers music suggestions tailored to certain genres. They evaluate the 

PMRS utilizing the million-song database (MSD). They developed an application to showcase 

the functionality of the PMRS, specifically for Android devices. The efficiency of the PMRS was 

assessed using confidence score metrics across various genres of music.  

The current version of the sound browser has basic search and filtering functions but does not 

include a sound discovery component like a recommendation system. Users often choose a 

narrow range of common high-frequency sounds, leading to less compositional variety. Smith et 

al.[5] created a suggestion system that utilizes audio features and shared filtering to propose 

noises for the EarSketch audio browser.  

The recommendation system's description implies that it collects user behavior and predicts 

future behavior. This feature is provided by “user modeling” as well as “user profile”. User 

profiles or modeling are the foundation of all recommendation systems. The framework keeps 

user activity data in their profile. Data includes the user's most frequent visits, top quests, etc. 

Amazon, a popular e-commerce site, employs a recommender system to provide choices to 

consumers. Active search recommender provides buyer products related to prior searches and 

similarity [6].   

This study focused on content-based song recommendation systems. Our study's main distinctive 

feature is the recommender system's use of acoustic similarity for musical creation. This study 

investigates two approaches for creating a content-based song recommendation system. The first 
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technique, which utilizes audio feature analysis, is widely favored. The second approach utilizes 

computer vision as well as deep learning methods to improve the recommender system's 

effectiveness[7].  

Utilizing a recommendation system based on content that analyzes the melodious, melodic, and 

chordal elements of music may greatly benefit classical music by identifying and catering to a 

user's musical preferences. Cruz and Coronel [8] provide a strategy for content-based 

recommendations that employs high-level musical characteristics to evaluate classical music. 

The first results indicate that these characteristics and techniques are suitable for constructing a 

content-driven classical music recommendation system.  

This study introduces a mood-based music selection system using wearable physiological 

sensors. A wearable figure gadget with a galvanic skin response (GSR) and 

photoplethysmography (PPG) biological sensor (OR) helps customers feel more tasteful. 

Emotional data is crucial to community-focused or content-based recommendation engines. 

Using this information, prospective motor shows may be expanded. Their proposed method for 

recognizing sentiments is based on physiological cues of excitement and valence. We play music 

based on the user's mood[9]. 

 

Proposed System: 

To accomplish the paper's objective, the first step is to undertake thorough background research 

to facilitate the investigation. The work relies heavily on a substantial volume of music data, 

leading us to use the quantitative research technique. The article adopts positivism as its 

philosophical premise due to its experimental and testing nature. The technique is deductive, 

where the enhancement of our study is evaluated by determining and testing a hypothesis. We 

use an ex post facto study design where the music data has already been gathered and the 

independent variables remain unchanged. We use studies to get music data. Computation 

mathematics is employed in data analysis to enhance algorithms and provide results. We provide 

a thorough description of methods to assure the quality and validity of tests for quality assurance 

purposes. Repeating the data analysis will provide consistent findings, ensuring dependability 

[10]. We guarantee consistent outcomes by using several algorithms on identical data.  

 

 
Fig 1: Process flow diagram for proposed system 

Using Hadoopsten's concept of item-based collaborative filtering (using Hadoi's model), we 

model the dataset and use it to do these operations. When we make use of this CF, we base our 
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forecasts on the ratings that people have already given. One more method for determining the 

similarities between items is to construct a unititem matrix by making use of the data that is 

already there in the system. To summarise, more wood was required to build the staircase than 

was required to render the tree and its environs as stunning as was imagined, and yet additional 

scenery was required to make everything around it seem acceptable as it did. For the purpose of 

estimate, the similarity coefficient, also known as the competition coefficient, is used. According 

to equation 1, it is the proportion of the set that intersects to the set that is the union of all the 

objects or variables that are taken into consideration in the connection. When any user gives a 

rating to an item, the similarity matrix that is suggested is used to determine the top n things that 

are comparable to the item being rated.  

 

 
In this context, the number of characteristics in the intersection of a set is denoted by Nz, 

whereas the number of characteristics in object X and object Y are denoted by Nx and Ny, 

respectively.  

 

Recommendation System Approaches 

 

Model of popularity: 

Up to this point, the listeners or crowd has shown to be trustworthy, since their expertise has 

been a significant contributor to the bulk of the recommendations and input for new company 

development ideas, which are good overall. To rank and sort the specific preferences of long-tail 

users in a clear manner, rather than providing the objects using simple accuracy, the essential 

principle of a recommender system is to use content [9]. "Popularity" is a constraint that might 

be encountered while attempting to filter recommendations effectively for active filters. The 

Long Tail phenomena, which argues that a large number of users use relatively few but popular 

things while, on the other hand, just a handful of users consumes less popular items, is the source 

of this issue. because to the fact that collaborative filtering is dependent on the preferences of 

individuals to generate recommendations, it results in inadequate variations of suggestions 

(because the majority of individuals want to utilize only popular things). One example is the fact 

that Celma has demonstrated that the music business has an extended tail [10]. This algorithm 

does not provide a customized experience; rather, it only suggests the most popular products to a 

user. As a consequence of the fact that the popularity is determined by the number of individuals, 

its outcomes are superior. The ultimate goal of a system is to deliver the most accurate 

suggestion possible by using the characteristics that are accessible, which include consumer data 

and music data among other things.   

 

Collaboration-based filtering suggestion: 
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It is a strategy that is used rather often, not just to make suggestions for music but also for other 

kinds of recommendation systems. This approach is dependent on the material that is provided 

by the user (ratings or complete responses), and it depends upon the so-called "word of mouth" 

process, in which the user recommends content that is enjoyed by other users who are associated 

with the same user. Consequently, filters do not have to deal with content, implying that they 

lack the choice to suggest someone or not within the definition, or the physical characteristics of 

an object [11]. This is because they do not have to deal with content. This makes it possible to 

eliminate the work of studying and classifying the content of music when it comes to making 

recommendations for other music. Taking into consideration the intricacy of music signal 

processing and music information, this is a significant benefit. As can be seen in Figure 2, this 

may be accomplished via two different methods: collaborative filtering as well as content-based 

filtering.  

 
Fig 2: Shows the difference between both approaches 

 

Collaborative User-Based Filtering: 

The user-based filtering method is distinct in that it takes into account the things that the user has 

liked, and, based on this information, it forecasts more accurate results. The first stage in the 

process of item-based screening is to determine which products are loved by the users. This 

allows the items to be suggested to other users on the platform. The process of calculating the 

degree to which items are matched is the central focus of item-based filtering. In the process of 

collaborative filtering, people are deemed to be comparable when they have a preference for the 

same things [11-39]. 

When it comes to collaborative filtering, people are deemed to be comparable when they have a 

preference for things that are similar in Equations 2 and 3, as well as in Table 1.  
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Such as formulas and algorithms, there are numerous examples.   

 

 
Table 1 is an illustration of a suggestion that is based on user feedback. Based on the fascinating 

background of User A, it is only possible for User C to be his neighbor; hence, Thing D will be 

suggested to User A. 

 
Table 1: Example for  Collaborative User-Based Filtering 

 

 

Results Analysis 

The algorithm with the greatest efficiency is given by a line that takes up a large area in the 

diagram when the two methods collaborative as well as popularity are taken into assessment. 

Based on the outcomes of both the popularity algorithm and the collaborative algorithm, we can 

see that cooperation yields a higher level of efficiency compared to its popularity counterpart. In 

light of this, the collaborative filtering algorithms make a good recommendation. Blue is the 

color that represents the popularity curve, and orange is the color that represents the 

collaborative curve. The higher the curve, the better the performance is on the collaborative 

curve. When contrasted with popularity algorithms, the performance of cooperation is more 

efficient. This is because the orange curves is more favorable. Table 3 displays the results of this. 

 
Table 2: shows the results  

 

 

Conclusions: 

Comprehend how the song recommendation system operates to provide optimal results to users. 

The outcome taught us how to effectively utilize the data to generate sound recommendations. 

Moreover, the outcomes taught us that our efforts to achieve high precision and recall enhanced 
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the overall outcome. Finally, a limited number of effective methods have been devised to deliver 

optimal results to users by utilizing information such as count, song artist, user ID, and listen. It 

has been established that recommendation programs are the most effective means of addressing 

the issue of information inundation. The efficacy of decision-making processes can be enhanced 

through the optimization of resources and time utilization. There has been an increase in research 

concerning the relationship between music and human behavior, particularly the growth of the 

temporal lobe, which has been an active area of study for the past decade. Because music is so 

integral to our daily existence, technological advancements have made it easier to communicate 

with individuals from any location. Serving a clientele that is so diverse makes it exceedingly 

difficult to fulfill one's interests and maintain a service over time. As a result, prospective 

systems for recommendation can facilitate consumer decision-making by rendering certain 

choices more intuitive, thereby empowering them to make optimal choices. Additionally, it will 

offer automated music recommendations for creating unauthorized copies of the tune results, 

which will undoubtedly satisfy the user. The components of a music suggestion system and the 

different models that can be employed for recommendation purposes, including collaborative 

object filtering, user-based filtering, and popularity, have been delineated in this paper. Despite 

notable accomplishments, the cooperative complementing model still confronts challenges about 

fortitude, human endeavor, and other related factors. Subsequent investigations will center on 

augmenting the current methodologies and algorithms to refine the projected system for 

recommendations and the caliber of the suggestions.  
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