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Abstract .Picture captioning has recently become a new difficult challenge that gathered everyone interest, which is 

being able to automatically define an image's content with properly formatted text English sentences. it can make a 

great impact by assisting people who are visually impaired better recognitionof  theircircumstances. 9 By taking the 

images of surrounding environment then make use of these photos to generate captions that can be read out visual 

amplification impaired, so that they can get a better sense of what's going on around them. In this p1a1per To extract 

features, we used a combination of convolutional neural networks of the images and then LSTM was used (Long 

short-term memory) to generate text from these features. The obtained text is then converted into speech so that it 

can be read out. Our model generates highly descriptive captions that canpotentially greatly improve the lives of 

visually impaired people. 

 

Keywords:Xception,,LSTM,intellegence 

Introduction 

 
Computer vision has made considerable advances in the image processing field in recent years, such as image 

recognition and object detection. It is now possible to automate the process create one or more sentences to help you 

understand what you're doing of an image, thanks to technological advancements in image recognition and object 

detection. This is referred to as Image Captioning. Automatically generating full and natural image descriptions has 

a wide variety of applications[1], such as titles for news images, descriptions for medical images, text-based image 

retrieval, details for blind users, and human-robot interaction. These image captioning applications are useful for the 

purpose of both theoretical and practical research. As a result, image captioning has become a more difficult but 

important job in the age of artificial intelligence [2]. 

When given a new image, an image captioning algorithm should produce a semantic description of the image. In 

Fig. 1, for example, the input image includes individuals, motor cycle, man, and mountain [3]. A sentence at the 

bottom describes the image's content about the objects that appear in the image, the action, and the scenes are all 

identified in this sentence. 

Humans can easily comprehend image content and articulate it in natural language sentences according to 

uniqueneeds for image captioning; however, computers need the integrated use of image processing, computer 

vision, natural language processing, and other major areas of research findings for this mission[4]. The goal of 

image captioning is to build a model that can be used in its entirety image data in order to produce richer, more 
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human-like image descriptions. The meaningful definition generation process  

                                       Figure:   input image includes individuals, motor cycle, man, and mountain 

 

in high level image semantics necessitates not only object or scene recognition in the image, but also the ability 

toanalyze their states, comprehend their relationships, and produce a semantically and syntactically correct sentence. 

It's still a mystery how the brain comprehends an image and organises the visual data into a caption. Image 

captioning necessitates a thorough understanding of the environment and which elements are essential to the 

whole[5]. We used a combination of convolutional neural networks to extract features, and then created text from 

these features using LSTM (Long short-term memory). And we are using GttsAPI for converting captions to audio 

file. In Python, there are many APIs for converting text  tovoice. The  Textto Speech by Google API, also known as 

the gTTS API, is one of these APIs. gTTSis a straightforward method that transforms entered text into audio that 

can be saved as an mp3 file. English, Hindi, Tamil, French, German, and several other languages are supported 

bythegTTS API. 

 

CNN-RNN based framework 

 
Image data is mapped to an output variable using Convolutional Neural Networks. They've proven to be so efficient 

that they're now the method of choice for any form of prediction problem involving image data as an input. RNNs, 

or recurrent neural networks, were developed to solve sequence prediction problems. 

One-to-many, many-to-one, and many-to-many are examples of sequence prediction problems. The most effective 

RNNs are LSTM networks, which allow us to encapsulate a larger sequence of words or sentences for prediction[6-

7]. 

The blending of various types of networks into hybrid models creates one of the most enthralling and realistic neural 

models. Consider the job of creating image captions. There is an input image and an output image sequence, which 

is the caption for the input image in this case. The input image is incomprehensible to LSTM or any other sequence 

prediction model. Since they aren't designed to deal with such inputs, we can't explicitly input the RGB image 

tensor. The LSTM struggles to model input with spatial structure, such as photographs. 

Using the deep CNN architecture, we can extract features from the picture, which are then used to generate the 

caption by the LSTM architecture. The CNN LSTM model was created specifically for sequence prediction 

problems with spatial inputs, such as images or videos. Convolutional Neural Network (CNN) layers for feature 

extraction on input data are combined with LSTMs for sequence prediction on the feature vectors in this 

architecture[8]. In a nutshell, CNN LSTMs are a type of model that is both spatially and temporally deep and is the 

intersection of computer vision and natural language processing has been discovered. These models have a lot of 

promise, and they're becoming more popular for tasks like text classification and video conversion. 

Proposed method. 

 
Proposed Methodology and Architecture 

 
We will use a combination of CNN and LSTM to incorporate the caption generator in this suggested approach (Long 

short-term memory). The image features will first be extracted using Xception, a pre- trained CNN model trained on 

the ImageNet dataset, and then the features will be fed into the LSTM  model, which has been trained on the caption 

of the flicker8k dataset, to recall the memory and produce the image captions[9]. 

We will use a combination of CNN and LSTM to incorporate the caption generator in this suggested approach (Long 

short-term memory). The image features will be extracted first using Xception, a pre- trained CNN model trained on 

the ImageNet dataset, and then fed into the LSTM model. which is trained by the caption of flicker8k dataset so that 

it will recall the memory and will be responsible for generating the imagecaptions. 
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start group of end 
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Figure: a.  Block Diagram 
 
 

b.       Algorithm: 

 
Step 1 :The image is given as input. 

Step 2 :The image is passed through xceptionmodels.which collects the features. 

Step 3 :Features passed through LSTM. 

Step 4 :Feature vectors of image. 

Step 5 :Caption generated converted to speech. 

The process begins by passing the image through the pre-trained model Xception as an input. The features of the 

layer before the last layer are generated by the Xception model (n-1). 

After collecting the features, it passes through the LSTM model which recalls its memory of training from 

intheflicke8k dataset's captions Itproduces the caption ina word-by-word sequence,asseeninthe 

Diagrambelow.. 

 
 

 
                           Figure: Word by Word Sequence flow. 
 
The created words will be concatenated and recursively given as input to create a caption for an image 
when the model is used to generate descriptions. 
 

ExperimentalInvestigations 
XceptionModel 
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Xception Inspired by Google's Inception model. Xception is based on an 'extreme' interpretation of the Inception 

model. The Xception architecture is a linear stack of depth wise separable convolution layers with residual 

connections, Simple and modular architecture. 

 
 

                                       Figure: Xception and Inception Graph 
 
“Depthwise Separable Convolution Regular Convolutions: 

 look at both channel & spatial correlations simultaneously 

 

Depthwise separable convolution: 

 look at channel & spatial correlations independently in successivesteps 

 spatial convolution: 3x3 convolutions for eachchannel 

 depth wise convolution: 1x1 convolutions on concatenatedchannels 

 

Example: take 3x3 convolutional layer on 16 input channels and 32 output channels. 

 regular convolution: 16x32x3x3 = 4608parameters 

 depthwise separable convolution: (spatial conv + depthwise conv) = (16x3x3 + 16x32x1x1) =656 

parameters 

 greatly reduced parametercountmoreefficientcomplexitymaintains cross-channelfeatures 

 

The data first passes through the entry flow, then eight times through the middle flow, and finally through the exit 

flow. Batch normalisationis extended on both Convolution and Separable Convolution layers. Xception architecture 

has overperformed VGG-16, ResNet and Inception V3 in most  classicalclassificationchallenges. 

 

Xception is an efficient architecture that relies on two main points: 

 

 DepthwiseSeparableConvolution 

 

 Shortcuts between Convolution blocks as inResNet” 

 
 

Depth wise Separable Convolution 
 

Depth wise Separable Convolutions are alternatives to classical convolutions that are supposed to be much more 

efficient in terms of computation time. 
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Figure Inception Model 
 

 
 “Fundamental hypothesis: The spatial and cross-channel associations are sufficientlydecoupled. 

 First looks at cross channel correlations via a set of 1x1convolutions. 

 then acts as a “multi-level feature extractor” by computing 1×1, 3×3, and 5×5convolutions 

Output feature maps are stacked along the channeldimension 

“extreme” version of Inception module: 

 first use a 1x1 convolution to map cross-channelcorrelationsthen separately map the spatial correlations of 

every output channel (instead of just 3-4partitions) 

 Similar to depth wiseseparableconvolution” 

 
Xceptionarchitecture 

 
The design of a convolutional neural network is entirely made up of depthwise separable convolutionlayers. 

The basic hypothesis is that cross-channel and spatial correlation mapping can be fullydecoupled. 

The network's feature extraction base is made up of 36 convolutionallayers[10]. 

Except for the first and last modules, which have linear residual connections around them, the structure is divided 

into 14modules. 
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Figure: Xceptionarchitecture 

 

Figure:ExperimentalResults 
 

FIGURE-1: 
 

 
The preceding demonstrates that the man is riding a bicycle on the sidewalk which fairly a correct prediction. But it 

may be not a street although it mostly predicted the correct caption. 

FIGURE-2: 
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In the above prediction it predicted that black dog is running through the grass but it is missed the boy but it 

predicted the dog running through the grass correctly, so we can increase the accuracy by training on more images 

and captions data. 

 
4.2 Discussion ofResults: 

                             Table: accuracy of Results. 
 

 
 

 

 

 

 

 

 

 

 

Accuracy of the CNN model trained on different datasets.Xception outperforms VGGNet , ResNet , and Inception-

v3. Xception has better accuracy compared with Inception-v3 along the gradient descent steps. Xception model is 

trained on image net dataset with 22,910,480 parameters and 126 layers depth network..Xceptions shows an 

accuracy of 0.945 which overcomes all the previous models accuracy. 

 

 

 

Conclusion: 

 
For this experimental results shows the accuracy of the proposed system it definitely helping to blind people to 

know what is there in surroundings like a sighted people.by using this system blind people can feel like normal 

people to identify and feel like normal people what is there around them with voice assistance. When consider into 

time complexity its take very less time to identify and give voice assistance to blind people. The future scope of this 

proposed system it can also be embedded to driver less vehicle's to identify the articles around the vehicles while 

driving. 
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