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Abstract 

This paper offers a blended network of RGB, depth, and skeleton inputs fed into CNNs in 

both directions. In order to learn the combined temporal features of the action, CNNs are 

used to characterize the RGB and depth data, while LSTMs are used to encode the skeletal 

data in both directions. At last, the L2 distance metric is used to choose the probability 

distribution generated from the three inputs. Coupling the model with a mixed CNN BILSTM 

network and computing an L2 distance measure in place of score fusion improved 

performance to 94.73%. Finally, the proposed models were compared to both cutting-edge 

deep learning methods and classic machine learning models. 

1.Introduction 

 We present a method for automating the merging of the most important skeleton-based 

features with color space information. In contrast, traditional fusion approaches just 

combined these multi-modal elements without acquiring the necessary knowledge during the 

fusion process to fully take advantage of the semantic relationship between them. Based on 

the temporal skeletal data as a proposed model, we offer a gated feature fusion (GFF) of 

multi modal feature data that allows for the introduction of attention into the appearance 

stream of RGB data. At first, CNN models are used to extract features from RGB and 

skeleton frames. In the next step, the gated fusion network merges the temporal data from 

many sources into a single latent subspace. Finally, a fully connected layer is constructed 

with the combined loss embeddings, and this layer is used to categorize the features in the 

latent subspace. Real-time action detection models have a significant challenge due to the 

presence of irrelevant context data. Self-attention models, depth-attention, and skeletal-

attention are how most prior works have dealt with this difficulty. The lack of attention to the 

semantic connection between the many modes of information is a major flaw in these works. 
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In the past, focusing on multi modal data required geographic matching on data from two 

sources. Aligning multi-modal data into a single space is a common technique for drawing in 

viewers [1,2].  In this paper, we suggest using temporal convolution networks (TCN) for 

feature fusion in order to give the appearance models more consideration based on the poses 

they are given. However, these models were unable to properly categorize data that was 

presented in one modality but not the other. 

2.Methodology 

 

 

Figure 1 depicts GaNet in its entirety. Two CNN streams are depicted in the figure.1: one for 

RGB video frames and the other for pose frames. Differences between the RGB appearance 

stream (SA) and the skeleton pose stream (SP) are described. At first, spatial features are 

extracted by the SA and SP streams at the conclusion of the final convolutional layers. The 

features are then fed into temporal convolution networks for modeling temporal relationships 

in appearance and pose features independently. After that, gated sigmoid functions are used in 

the GFF block to combine these spatial and temporal characteristics. In the end, the 

completely connected thick layers are tasked with learning the fused appearance-pose 

features to classify actions. The GFF component studies the pose distribution across the 

appearance characteristics and uses that knowledge to make informed feature selections for 

the purpose of action classification. In Figure 2 we see the GFF module in action.As shown in 

the picture.3, the TCN block receives the feature maps generated in the SA and SP streams. 
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During the training procedure, we use two distinct TCNs with varying degrees of dilatation 'd' 

to perform temporal pooling and generate a relationship representative. The position TCN is 

depicted in figure.5 and the appearance TCN is depicted in figure.4.The qualities in both 

modalities can be highlighted by merely multiplying their elements together, without taking 

into account the affecting elements.To fix this issue, we used a sigmoid multiplier and gates 

to pick out relevant features.Figure 3 provides a graphical representation of the described 

procedure.6. 
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3.Conclusions 

 To combine look and position features for human action identification, this paper presented a 

gated feature fusion with a temporal convolution network. Both the skeleton data and the 

RGB data are used to capture the appearance features and the stance, respectively. In the past 

efforts, the fusing procedure was applied in a very passive manner, without any constraints on 

the feature ensemble or consideration of the temporal relationships present in the video data. 

This work performed both the above operations. 
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