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Abstract: In this paper deals with the Internet Security, today's IT leaders face numerous problems and quick 

developments. They must safeguard corporate, consumer, citizen, member, and employee data while fending off 

cyber-attacks. Intrusion Detection System (IDS) is a mature technology architecture that is primarily designed to 

safeguard the network from external cyber-attacks. With the growth of the Internet and the evolution of cyber-

attacks, it is more vital than ever to build new cyber security tools, especially for Internet of Things (IoT) networks. 

This study presents a thorough examination of the use of deep learning (DL) technologies in cyber security. After 

that, we show how learning differs from deep learning. Furthermore, a description of current cyber-attacks in IoT 

and other networks, as well as the efficacy of DL approaches for managing these attacks, is offered. In addition, 

investigations highlighting the DL approach, cyber security applications, and dataset sources are described in this 

study. According to our findings, the restricted Boltzmann machine (RBM) achieves a classification accuracy of 

99.72 percent when applied to a bespoke dataset, while the long short-term memory (LSTM) achieves a 

classification accuracy of 99.80 percent for the KDD Cup 99 data set. Furthermore the value of cyber security for 

dependable and practical IoT-driven healthcare systems is discussed in this essay. 

Keywords: Internet security, RBM, Intrusion detection system, Cyber threats, 

Introduction: In the Organizations are finding it difficult to protect their digital assets and intellectual property. 

According to recent surveys, external hacking is the leading cause of data loss in the corporate world. 

Organizations must take reasonable precautions to prevent data loss or leakage. Unchecked IT cyber security risk 

factors that go unaddressed for too long which happens in practically every business are frequently the source of 

unanticipated cyber-attacks. Intrusion Detection Systems (IDS) are primarily used to secure corporate networks 

these days. To identify all attempted intrusions and safeguard the organisation from the attack, as IDS is highly 

recommended. Cyber security refers to the collection of techniques and technologies used to protect networks, 

software, and data from attacks. Cyber defence mechanisms are available at the network, data, host, and 

application levels. Firewalls, intrusion detection systems, intrusion prevention systems, and other cyber security 

measures are always active at each end to detect security breaches and thwart attacks. Nonetheless, as the number 

of systems connected to the Internet grows, the risk of cyber-attacks grows as well. Cyber security is becoming 

more critical than ever with the use of Internet of Things (IoT) networks. Many security vulnerabilities exist in 
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computer networks, including IoT. Some attacks can be easily controlled because they follow a pattern. Attackers, 

on the other hand, are developing zero-day exploits, which launch an assault as soon as a flaw in the system is 

discovered. Such an attack has never been seen before, and it has the potential to harm the computer system before 

the problem is resolved. Furthermore, the system must be safeguarded not just from external threats, but also from 

internal threats, such as the exploitation of permitted access by an individual or an entity claiming to be a part of 

the business. 

The most difficult challenge is identifying the indicators of a compromising system throughout the attack's 

lifecycle, which may contain relevant signs of a prospective attack in the future. However, because to the vast 

amounts of data generated on a constant basis by a large number of cyber-enabled gadgets, this may prove to be 

a challenging task. Information and event management (SIEM) is a scheme that collects a large amount of data 

from cyber defence systems, which can sometimes overflow the specialists in security with event warnings. 

In the field of security, hybrid detection combines anomaly detection with misuse detection. This system is 

primarily used to reduce the rate of false-positive values associated with anonymous attacks while simultaneously 

increasing the rate of detection associated with recognised intrusions. Deep learning (DL) approaches have not 

been discussed in previous reviews, such as those in which machine learning (ML) applications for the solution 

of cyber-related problems were discussed, but those articles did not specifically include deep learning (DL). Some 

papers demonstrate how to use DL methods for cyber security purposes. However, there are several limitations to 

the uses of these methodologies in the field of cyber security. 

Review of Literature: Karan and Varinderjit have been working on a review article on security vulnerabilities in 

virtual private networks (VANETs). They have examined the increased interest in virtual private networks 

(VANETs) in their article, but they have also raised a number of security problems. Many of these security 

vulnerabilities were prevalent in wireless ad-hoc networks at one time or another. However, the novelty of moving 

objects communicating with one another in VANETs creates a new set of outside attack challenges that must be 

addressed. These computers in the networks are subjected to a variety of attacks on a daily basis, and their work 

provides a complete description of the types of attackers and attacks that they encounter. As previously stated, the 

methodologies established for network security in MANETs are no longer relevant for VANETs due to the severe 

mobility limits that these networks face. The metrics of jittering, packet losses, delay, and throughput have, in an 

interesting twist, been elevated to the status of service parameters. The hierarchy of networks, starting with 

wireless networks and progressing through mobile networks and finally MANETs and VANETs, has been clearly 

laid out. The Driver-Vehicle Model (DVM) and the Traffic-Flow Model (TFM). In their work, they have discussed 

communication and application models in detail. In addition, six different types of security requirements and five 

different types of security difficulties have been described. A collection and presentation of issues related to 

broadcast tampering, including denial of service and key and certificate replication attacks as well as key and 

certificate spoofing and tunnelling concerns have been assembled and presented in their respective works. The 

solution to the security difficulties and obstacles mentioned above has been presented as keeping an authenticator 

on the central server, authenticating in groups, and developing a plausible protocol for functioning outside of the 

range of the network. The study was published in the fourth volume of the International Journal of C.S.E. in 2016. 

Scientists Robshaw and Lisa Yin, who were working on cryptosystems that implemented security through elliptic 

curve algorithms, made scientific recommendations to improve public key crypto systems. They began by 

reviewing the fundamental history of the public use of cryptographic technology. They studied the similarities 

between RSA and the elliptic curve, as well as the academic applications of both techniques. Aside from that, this 

study includes details on the design of elliptic curve DSA and Curve Encryption for academic purposes, as well 

as a discussion on practical future advancements. The practical security difficulties with elliptic curve discrete 

algorithms, which were previously thought to be difficult to breach, have also been addressed. The implementation 

and performance analysis were given in a straightforward and easy-to-understand academic manner. Additionally, 

the paper includes a comparison table between ECDSA, RSA, and discrete logarithmic systems in terms of their 

performance on the parameters of encryption, decryption, signature, and verification. Following that, the practical 
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challenges associated with adopting the aforementioned standards were discussed, with the conclusion 

recommending business applications. At the end of the study, they leave the topic of whether the elliptic curve 

cryptosystem is more secure than many other security techniques open for discussion. 

In 2019, M.S. Sheikh, J. Liang, and W. Wang completed a thorough assessment of security services, attacks, and 

applications for VANETs, which was published in IEEE Spectrum. In their presentation, they provided a 

comprehensive description of the VANET architecture as well as the communication standards, features, and 

security protocols that are employed in VANETs. In this work, they also discuss numerous attacks on the 

availability, secrecy, authentication, data integrity, and non-repudiation of a system's information. They also 

talked about other types of assaults, such as malware, jamming, eavesdropping, Sybil, replay, message tempering, 

social attacks, and so forth. Additionally, they provided a brief overview of the authentication systems used in 

VANETs, such as ID-based signature, group signature, and certificate signature, as well as asymmetric 

cryptography, ID-based cryptography, and symmetric cryptography, among others. Hung Yu Chien, an IEEE 

member, has been working on alternative Digital Signature techniques that do not rely on hash or message 

redundancy in any way. The purpose of this study was to protect against Forgery Attacks, which were proposed 

by Chang and Chang's while working on digital signatures and were successfully implemented. During that time, 

the work piqued the curiosity of all security designers, who focused their efforts mostly on hash functions that 

were conventionally available to protect systems from outside attacks. Hung's paper also included examples of 

assaults that were in use in 2006, as well as examples of security systems that were vulnerable to a significant 

degree. The paper presented message redundancy and one-way hashing, as well as a full description of Chang and 

Chang's signature scheme, which defined the distinct phases of signature generation, verification, and forgery 

attacks in greater detail than previous work.  

In the end, Hung stressed the importance of new cryptographic protocols and the necessity of developing new 

protocols in order to address cryptographic difficulties. The work has been published in Communication Letters 

of the IEEE, volume ten, serial five, summer 2006, and is available online. [36] Kritika and Prabhat from the 

Indian Institute of Technology Bhopal researched different cryptographic methods that are utilised in different 

vehicular ad-hoc networks for safe communication among different nodes. This comparative research was 

published in the IJIRCCE's volume four, issue eight, which was published in the month of August 2016. It was 

published in the month of August 2016. The authors began their research with an interest in driverless vehicles as 

a starting point. They took into consideration the information supplied and received by roadside units and vehicles 

travelling in front of us, following us, and arriving from the opposite direction. There were three types of probable 

attacks to consider. One comes from vehicles travelling in the same direction as the first, the second comes from 

vehicles moving in the opposite direction, and the third comes from outside assailants who were keeping an eye 

on these vehicles. Using classic cryptographic methods implemented in MANETs and VANETs, the authors have 

demonstrated the security and dependability of all of the schemes, and they have identified the techniques that 

provide privacy and security for automobiles. The pairing in constant numbers, as well as multi point 

computations, had also been worked on, and their results were independent of the amount of text packets used. In 

the final section, the findings of eight distinct encryption strategies were provided, along with the IEEE protocols 

that were used to implement them. Based on the results, the decryption pattern of RSA was recommended as the 

best, while ECC, ECDSA, and RSA were all good and easy to mimic alternatives. 

Sandhya and Rakesh also worked on securing message communication, and their work was published in the 

International Journal of Information Technology and Knowledge Management in the second part of 2010. The 

authors investigated the role played by Digital Signatures and attribute-based cryptography in the advancement 

of science. The investigation into radio interfaces for on-board equipment was the first step in the process. The 

focus was on the fact that no roadside unit is capable of gathering private information about automobiles. The 

work was particularly concerned with the connection between digital signature algorithms and attribute-based 

cryptography approaches. Probably the most interesting aspect of this paper is that the authors have provided 

specifics on the hardware that is utilised in VANETs, such as event data recorders, Temper Proof devices, and the 

implementation of public key infrastructure. In addition, the Electronic License Plates were adopted and made 
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available to other researchers. Identity-based encryption systems, their operation, and an attribute-based 

encryption scheme with key pair and cypher text policies were all discussed in depth throughout the presentation. 

Several attribute-based cryptographic techniques for message authentication were evaluated and compared on the 

basis of their Dynamicity, i.e. whether the characteristics are dynamic in nature or not, as stated in the papers in 

question. The researchers talked about the future prospects of various cryptographic algorithms and how they 

might be improved. 

A new survey conducted by Vinh and Ana of France, which was published in 2014. The effort involved the 

investigation of attacks and their corresponding countermeasures in connection with 23 different automotive 

adhoc networks. The study was conducted only for the purpose of demonstrating that VANETs are an easy target 

for attackers and that such attack can result in network corruption. The research revealed the fundamental on-site 

structure of VANETs, as well as the types of emergencies that must be dealt with. The attack targeted all of the 

major research publishers, including Elsevier, Wiley, ACM, Springer, and others, and collected a massive data 

set of attack data for the years 2011-13. In their work, they discussed malicious, rational, active and passive, local, 

extended, and monitoring attacks, among other things. Following that, the security requirements of VANETs were 

investigated, with the integrity, availability, privacy, trace-ability, revocability, and confidentiality issues all being 

considered in detail. Bogus information, Bush telegraph, imitation attack, and masquerades have all been 

discussed in detail. A detailed explanation of the damage caused by GPS spoofing, disguised cars, illusion attacks; 

ID disclosures; and tunnel attacks was provided, along with appropriate numbers. A list of the top twelve attacks, 

as well as the type of attacker, the security codes that were violated during these assaults, and the class of attacks, 

is included in the last section of the report. Overall, the study can be given as a foundation for any field researcher 

interested in the subject matter. 

Manish, Nanhay, and Ram Shrinagar of the AIACTR in New Delhi have also begun work on security issues, 

challenges, and solutions in the context of the organization's mission. Their work did not reach the same level of 

completion as Vinh and Ana's, but they diverged in the opposite direction, focusing on a variety of assaults such 

as Ariadne, ndm, sead authenticated routing, and so on, with corresponding remedies being proposed. In 2013, 

the International Journal of New Science and Technology (IJNSA) published their study. A specific short-range 

communication system running at 5.9 GHz and based on IEEE 802.11 has also been proposed by the researchers. 

The protocols for car-to-car communication and network-on-wheels communication, as well as the availability of 

spectrum, have been discussed. A comparison has been made between VANETs' technological hurdles and 

MANETs' technical challenges in terms of restrictions, tolerance issues, and key distributions. Suggestions have 

also been offered regarding various security concerns. A study about fuzzy theory, optimization techniques, 

supply chain management and inventory management discussion by (43-75). 

Artificial Neural Network in Network Security: The artificial neural network is becoming increasingly essential 

in the field of network administration. The majority of the research in the field of intrusion detection systems 

makes heavy use of artificial intelligence techniques in order to create, deploy, and improve security monitoring 

systems. According to studies, current anomaly detection intrusion detection systems (IDS) are unable to achieve 

an adequate detection rate while also producing a low number of false alarms. Here, the advantages and 

disadvantages of commercial and research tools, as well as a new method to improve false alarm detection in 

intrusion detection systems (IDS) by employing a neural network approach are discussed. The main differences 

between ML and DL are as follows: 

a) The performance of DL models is not significantly better than the performance of classical ML models 

for small-scale data volumes, as shown in Figure 1. The reason for this is that deep learning models 

require a significant amount of data in order to interpret the data completely. Traditional machine 

learning algorithms, on the other hand, rely on well-established rules. 

b) It is possible to consider the graphics processing unit (GPU) to be crucial hardware for correctly training 

the deep learning models. Because DL models necessitate a large number of matrix operations, the GPU 
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is primarily used to optimise matrix procedures. Traditional machine learning algorithms, on the other 

hand, do not typically necessitate the use of high-performance machines equipped with GPUs. 

c) In feature processing, the method of inputting domain knowledge into a feature extractor in order to 

reduce the complexity of data is referred to as feature extraction. Due to the fact that patterns are typically 

produced during feature processing, ML and DL algorithms perform significantly better. This stage, on 

the other hand, is time-consuming, and specific knowledge is required in this situation. The quality of 

the features (pixel values, textures, forms, and positions, among other things) extracted is critical to the 

performance of most machine learning models. 

The attempt to infer high-level characteristics from personal data in an open manner is a significant difference 

between classic machine learning and deep learning methods. As a result, DL reduces the amount of time spent 

designing by focusing on extracting features for each problem. d) Execution time: Due to the large number of 

parameters in a DL model, a significant amount of execution time is required to train it. The training phase is 

likewise more time-consuming. On the contrary, training a machine learning model takes only a few seconds to a 

few hours of execution time (as opposed to days or weeks). The time required during the testing stage, on the 

other hand, is the polar opposite. When compared to some ML models, DL models require significantly less 

testing time. 

Recurrent Neural Network: RNN (recurrent neural network) is a subset of neural networks that is connected 

between nodes and forms a directed graph. It is at this point that the network is in its internal state. It enables the 

demonstration of dynamic sequential behaviour. They handle arbitrary sequences of input using their internal 

memory, and the signal goes both forward and backward through the network as a result of the network's creation 

of loops. 

RNNs are typically more difficult to train than other types of neural networks since the gradients have vanished. 

However, as a result of advancements in architecture and training, a variety of RNNs have emerged. This model 

is easier to train than the previous one. It was Hochreiter and Schmidhuber in 1997 that introduced the long short-

term memory (LSTM), which was an upgraded version of the RNN system. LSTM is bringing about a sea change 

in speech recognition, and it has set a new standard for several older models in some speech applications by 

breaking records. It is introduced in order to address the short-term memory problem of RNNs. The LSTM units 

are connected to the scenario in the temporal stage that follows. A memory cell is a structure of the units that store 

information and are used to accumulate information. 

Convolution Neural Network: A convolution neural network (CNN) is a type of deep neural network that 

processes and analyses visual imagery input. It is a component of deep neural networks. If a colourful or greyscale 

image is used as an input, the image will be saved as pixels, similar to a 2D array, as shown below. Additionally, 

CNNs are used for the management of audio spectrograms with 2D arrays, which is another application. The CNN 

model, on the other hand, is composed of three types of layers: classification layers, pooling layers, and 

convolution layers, to name a few. Figure 4 depicts a cartoon representation of CNN. 

Generative Adversarial Networks: GANs are used in unsupervised machine learning, in which two neural 

networks compete against one another in a game of zero-sum to see who can outperform the other. Good fellow's 

work serves as an introduction to it. The block diagram of GAN is depicted in Figure 5. By utilising input data, 

the generator generates output data that has characteristics that are comparable to those of real-time data. The 

discriminator then analyses the real data to determine if the input is genuine or fictitious.  

Recursive Neural Network (RNN): Recursive neural networks are neural networks that connect a number of 

weights in a recursive manner. It accepts a variety of inputs. At initially, the major two inputs are treated as if they 

were a single entity in the model. The output of a node is therefore considered to be an input for the node that 

follows it. This type of model is used in many applications such as natural language processing and image 

segmentation. 
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Comparison between Shallow Learning and DL: This section presents a quick comparison of deep learning 

algorithms and shallow learning algorithms, respectively. DL is composed of numerous layers. Apart from that, 

in Deep Learning, a deep network contains multiple hidden layers, whereas shallow neural networks normally 

have only one hidden layer. Apart from the fact that the neuron layers are linked together by adaptive weights, the 

neighbour network layers are also frequently linked together. Shallow network design, on the other hand, can be 

divided into two types: supervised and unsupervised. In supervised learning, the labels are kept secret until the 

work is learned. Furthermore, feature extraction is accomplished on an individual basis. 

Because of the various hidden layers present in this type of DL model, it is able to extract higher-level features 

from the raw input data. It is necessary to distinguish between the input layer and the output layer on multiple 

levels; the output layer is regarded to be of higher level, whereas the input layer is considered to be of lower level. 

Higher-level concepts are defined as a result of the definition of lower-level concepts. Despite the fact that feature 

extraction may be accomplished from the first few levels of a DL network. Unsupervised, hybrid, and supervised 

DL architectures are the three types of DL architectures. Because shallow neural networks include only one hidden 

layer, advanced feature extraction must be performed individually in order to avoid overfitting the network. Deep 

networks, on the other hand, are capable of learning. However, even with high processing power, numerous GPUs 

are required for deep learning approaches, and training DL models takes an inordinate amount of time. 

Conclusion: It has been determined that neural networks perform well in three cyber security use cases: Android 

malware categorization, incident detection, and fraud detection, according to this article. Additional classical 

machine learning classifiers are employed in conjunction with this one. No matter what the situation is, the 

performance of NNs is superior to that of the standard machine learning classifier. The same architecture, on the 

other hand, is able to outperform the other conventional machine learning classifier across the board in all use 

scenarios. In order to improve the reported outcomes of NNs, it is necessary to promote training or to stack a few 

extra layers on top of the already existing designs. This will continue to be a direction for future development in 

the same way that it has been. We can see from those trials that a neural network that has been created and trained 

is capable of correctly classifying individual data packets. Also, we can claim that a higher number of neurons in 

the hidden layer has an impact on the sorting quality of the neural network; nonetheless, it appears that the number 

of 40 neurons in the hidden layer is the optimal amount in this case. This is a really complicated issue, and there 

is still a great deal of work to be done. Only a small portion of the larger problem has been addressed by this 

study. We will be able to solve a variety of problems in the next weeks. Propose, for example, a neural network 

that is substantially larger and is capable of classifying incoming packets into more than one category. Afterwards, 

we can build on the model by incorporating other NN that would look through the data stream for other anomalies. 

We may probably alter this model to employ a different form of neural network, such as a type of the Kohonen 

network, to achieve the desired results. 
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