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Abstract 

Today Elephant conflict is the most important problem. If we want to avoid this problem then it 

is very important for us to identify the elephant and understand the behavior that makes it easier 

to understand his moment. In such cases, individual elephant identification is one of the 

fundamental ingredients for the success of elephant conflict. Thus, in this paper, we shall explore 

and examine how image processing technologies can be utilized in analyzing and identifying 

individual elephant along with deep learning techniques. This system is mainly focused on the 

identification of individual elephant based on the color image of the elephant’s body. In our 

system, firstly we detect the elephant’s, Crop body reign, and then process a deep convolution 

neural network and the last one is to identify the elephant’s name and behavior. Then, we crop 

the elephant’s body region by using the predefined distance value. Finally, the cropped images 

are used as input data for training the deep convolution neural network for the self-collected 

elephant images are captured in the elephant rescue center at Tamor Pingla, Surguja, Distict, and 

Chhattisgarh, India. According to the experimental result, our system got an accuracy of 96.8% 

for automatic cropping in the elephant’s body region and 97.01% for elephants’ image 

identification. The result shows that our system can automatically recognize each individual 

elephant’s images. Our data to train the CNN learning algorithms. However, behavioral 

observation synchronized with relocations and acceleration records are often missing or 

unattainable in many elephants, hindering the application of supervised learning, making 

unsupervised learning a suitable tool for behavioral annotation of, movement paths in secretive 

or less studied elephants. Environmental and behavioral annotation of animal movement paths by 

machine learning improves understanding of the effects of environmental condition on animal 

movements and behavioral decisions.  

Keyword- Elephant identification, deep Learning, Edge detection, Behavioral classification, 

CNN, Movement. 

I. INTRODUCTION 

The demand for an automatic monitoring system for the elephant in prison is adding time by time 

due to the adding quantum of elephant’s in large prisons and the difficulty of hiring labor for 

covering the elephant In recent times, numerous systems have been proposed for the automatic 

monitoring and identification of the elephant but the utmost of the systems need to put the 

detector bias on the body of the elephant which can beget a burden for the elephant. The 
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identification of the Elephant’s image Convolution Neural Network Technology (EICNNT) is an 

effective system for the recognition and identification of each individual elephant but it needs to 

attach the EICNNT to the elephant which can beget stress on the elephant. Indeed though the 

elephant was linked by the EICNNT, there’s still a need for elephant monitoring. Another 

disadvantage of the traditional identification system is that they’re precious and unreliable. The 

CNN-based automatic identifies the elephant and its behavior. A monitoring system for the 

elephant can break those problems by minimizing the elephant conflict and automatic monitoring 

from the image data. For the perpetration of an automatic image monitoring system for 

elephants, the recognition of each individual elephant plays an important part because it’s 

necessary to cover the behavior of each elephant in long term similar to monitoring and changing 

the elephant behavior. Thus, our proposed system of individual elephant image identification is 

veritably useful for elephants. This paper is organized as follows some affiliated works are 

presented in section 2. The detailed proposed system is explained in section 3 followed by the 

experimental results in section 4. Eventually, in section 5, the conclusion and some unborn 

works are discussed. 

II. SOME RELATED WORKS 

In this review, the author aim to introduce animal behaviorists unfamiliar with machine learning 

(ML), to the promise of these techniques for the analysis of complex behavioral data. We start by 

describing the rationales behind ML and review a number of animal behavior studies where ML 

has been successfully deployed. (John Joseph Valletta et al., 2017). We also investigated how the 

classification would benefit from coarse-labeled training data, which alleviates the professional 

and expensive manual process of fine-grained annotation. Currently, it is necessary to have 

hierarchical labels in the training set, in order to train the RNN. CNN-RNN to boost the 

classification performance for general datasets. (Yanming Guo et al., 2018). In this paper, the 

segmentation method based on color segmentation accurately detects the fruit regions in the 

image. It outperforms the result of edge-based segmentation. In a color-based algorithm, the 

Clustering method has been applied to the images because of sharp differences between 

backgrounds (Pradeep Kumar Choudhary et al., 2017). Herein, we present a novel MAT that 

provides accurate high-throughput analyses of complex behaviors. Importantly, this user-friendly 

system is easy to operate and does not require prior programming skills. With a wide range of 

possible uses and the compatibility of studying various animal models, this MAT will serve as an 

important system for elucidating novel principles underlying complex behaviors. (Eyal Itskovits 

et al., 2017). This experiment gives 82.5% accuracy to analyze gender from speech; it shows that 

emotion doesn’t affect the fundamental frequency range of human beings. The present era is 

extremely involved in speech recognition systems; this work can help a personal assistance 

application that used speech recognition, and automatic voice detection to make a machine 

intelligent. (Bhavna Narain et al., 2017). The objective of the study is to modify the activation 

function of the ANN to advance its performance. In this paper, we present the proposed 

modification of the activation function by integrating logsig and hyperbolic to propose SigHyper 

activation function. Comparative simulation analysis showed that the CSBP with SigHyper 

significantly performs better than the CSBP with logsig. The activation function proposed in this 
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paper has added to the activation functions in the literature. This paper is a work in progress, the 

second phase of the research will involve further improvement of the SigHyper to enhance the 

computation time of the SigHyper. (Adamu I. Abubakar et al., 2014). Features from the VGG-16 

model proved to be most effective when used alone, which resulted in a MAP score of 13.26%. 

Future efforts will focus on incorporating multi-modality fusion, i.e., model audio and text 

information. In addition, other CNN architectures will be tested by our current system (e.g. 

GoogleNet), along with CNN models that would complement multi-modal system features (e.g., 

video2Text-VGG). (Joseph P. Robinsona et al., 2016) 

III. PROPOSED SYSTEM 

The proposed system for individual elephant identification consists of two main components. 

The first one is the automatic detecting and cropping of the elephant’s image. The second 

component is the training of a deep convolution neural network over the cropped elephant’s 

pattern images for the identification of the individual elephant’s pattern. The overall system flow 

of the proposed system is shown in fig. 1. 

A. Automatic Detecting and Cropping 

Elephant’s Body Region the process flow of automatic detection and cropping of the elephant’s 

body region is shown in fig.1.  For detecting the elephant body region firstly, we perform the 

inter-frame differencing between two consecutive frames of the elephant’s image in order to 

detect the elephant identification. Then we transform the inter-frame differencing result into the 

binary image by using the predefined threshold. The equation of inter-frame differencing 

method-based binary image creation is described in equation (1). 1 if threshold, 0 otherwise 

𝑀𝑡(𝑥) = {
1, 𝑖𝑓 | 𝐼𝑡(𝑥) −  𝐼𝑡 − 1(𝑥)|  ≥ 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑

0,    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
   (1) 

Where 

Mt(x) is the result binary image of frame t, 

It(x) is the cow’s image at frame t and  

It – 1(x) is at the previous (t-1) frame 

Then, we use the white pixel occurrences (350 pixels) as a Threshold in order to find the 

elephant images. If the horizontal histogram count is greater and less Threshold, we regard that 

location as pole location. If elephant image are two poles’ locations are detected, we use the 

location which is located near the previous detected pole. For cropping, we use the copping 

height and width by the fixed value of 400 pixels and 840 pixels, respectively because the 

distance between two poles location and the length of the pole are the same for all frames. After 
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getting the pole location, we check it for finding the cropped direction. If the value of y 

coordinate of detected pole plus the cropped height threshold of 400 is less than or equal to the 

height of the original image, then cropping is performed over the lower 400 pixels’ area of the 

cow’s image, otherwise, the upper 400 pixels’ area is cropped. Count the frequency of the 

occurrence of pixels in the horizontal direction of each point along the vertical axis. As a result, 

we got the horizontal histogram of the binary image. The size of each frame is 1024×768. 

 

 

Fig. 1. Overall system for individual Elephant pattern identification 

B. Deep Convolution Neural Network 

After cropping the elephant’s body region which includes the elephant images for identification, 

we train them into a deep convolution neural network which is a famous method for visual object 

recognition (Krizhevsky et al., 2012) and hand-written digit recognition (LeCun et al., 1998) 

with superior performance among state-of-the-art methods. We apply the deep convolution 

neural network (DCNN) over the elephant’s image of RGB color input images. The architecture 

of the deep convolution neural network (DCNN) is shown in Fig.2. In this architecture, there 

consists of 1 input layer, 3 convolution and max-pooling layers, 1 fully connected layer, and 1 

output layer. The elephant’s image of size 64×32×3 is used as input. In our work, there are three 

main activation functions in each hidden layer such as max pooling sigmoid and convolution is 

used. The initialization of the elephant image value of the layers is done by the initialization with 

a random number. The weight initialization methods, the filter size, and the output feature maps 

of each convolution and max-pooling layer are shown in Table. 1. We also applied the randomly 
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initialized weight vectors of size 100 at the fully connected layer and the soft-max function is 

used at the output layer in order to calculate the probability of each possible elephant’s name. 

The neural network is trained by using the back propagation algorithm with the stochastic 

gradient descent method. We used the learning rate as 0.0001 and the momentum value as 0.9. 

The network is trained with 1000 iteration by using the images DCNN framework (Jia, Y et al., 

2014) is used for the implementation of experiments.  

IV. EXPERIMENTAL RESULTS 

For performing the experiments, we create our own elephant image dataset which consists of 13 

different elephant images taken from the elephant rescue center for Tamor Pingla, Surguja 

District, and Chhattisgarh, India. The elephant images of the first 20 images per elephant are 

used as the training data and all elephant image data are used as the testing data. 

 

Fig. 2. Architecture of Deep Convolution Neural Network 

The sample image of 13 different elephant images are shown in Fig. 3. The elephant’s images 

dataset consists of two challenges such as the rotation variation of the elephant’s body and the 

day-by-day illumination changing condition. In our proposed system, we handle those two kinds 

of challenges in order to be able to apply the system under the rotation invariant and various 

illuminations changing environment. 

TABLE 1. Parameters of DCNN 

Layer Filter Size Weight Initialization Method  Feature Map 

C1 7×7×3 Normalization Uniform 3 

MP1 2×2×3  3 

C2 5×5×3 Normalization Uniform 10 

MP2 2×2×3  10 

C3 3×3×3 Normalization Uniform 15 

MP3 2×2×3  15 
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Fig. 3. Sample image of 13 elephant’ images (IDs are assigned from left to right and top to 

bottom order) 

Training 

Additional preprocessing is not required in the CNN-RNN model. To train the networks, we 

choose a wildly used adaptive learning rate algorithm, called Adam. The CNN-RNN model will 

bring the problem of model overfitting due to the addition of an additional network structure to 

reduce the over-fitting problem. At the output of the RNN layer, we have applied the 

normalization term imposed on the batch normalization and RNN weights. 

A. Rotation Variation 

The elephant’s image can include rotation because the elephants can move at the time of staying 

on the other field and location. The rotated image of elephants is shown in Fig. 4. In order to get 

the rotation-invariant feature from the DCNN, we use the 30 continuous frames of each 

elephant’s image as the input for training the DCNN. 

B. Illumination Changing Condition 

The illumination can change time by time, so the image data of the elephant’s image include the 

effect of the illumination changes. It means that the images of the same elephant’s elephant can 

be different depending on the illumination condition at the time of recording the video. The 

example images of the same elephant image under different illumination conditions. 

C. Performance Evaluation 

We evaluate the performance of the system for both automatic detecting and cropping of the 

elephant’s body region and the individual elephant’s identification accuracy. The average 

cropping accuracy for elephant image data is 97.8%. The accuracy of the identification on the 

training data set of all elephant images is 98.97% and on the testing data set of elephant, image is 

97.01%. The identification accuracy of each elephant’s image for both training data and testing 

data. 
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V. CONCLUSION AND FUTURE WORK 

In this paper, we proposed the individual elephant’s image identification using the rehabilitation 

differencing and horizontal histogram-based method for automatically detecting and cropping of 

elephant’s body region and the DCNN (Deep Convolution Neural Network) for training and 

recognition of the elephant’s image. We also create the elephant’s image dataset of 13 different 

elephant images and perform the experiments on that dataset. The proposed system got an 

accuracy of 96.8% for automatically detecting and cropping an elephant’s body region and 

97.01% for individual elephant identification. In the future, we will try to improve the accuracy 

of automatic detection and cropping of elephant’s body region by using enhancing histogram-

based approach and we will also analyze the performance of the system under the various 

evaluation methods. 
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