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ABSTRACT: Approximate computing is a new paradigm for nanoscale technologies that overcomes 

the problem of mistake tolerance in computation, allowing for greater performance with less power. The 

3-input MV is an important building component of majority logic (ML) in digital circuit design and is 

expected to play a significant role in numerous emerging nanotechnologies. In order to do this, the 

suggested multipliers and adders employ approximation compressors and a reduction circuitry that makes 

use of so-called complement bits. An approach is provided for selecting appropriate complement bits, and 

a size-dependent multiplier-dependent effect factor is developed and studied. The proposed designs are 

evaluated based on their feasibility using hardware metrics (such delay and gate complexity) and error 

metrics. The proposed designs are proved to be superior than existing ML-based systems in the literature. 

Case studies of bug-free programs are offered to show that the suggested architectures work as advertised. 
Keywords: Majority logic, approximate adder, 

approximate multiplier, complement bits, 

approximate compressor, image processing. 

1. INTRODUCTION 

Even though alternative nanoscale technologies 

have been proposed to replace CMOS after the 

expiration of Moore's law, the problem of power 

dissipation has not yet been overcome, despite 

the fact that the integration density of nano 

electronics devices is continuing to increase at a 

rapid pace. The use of approximate computing 

has the potential to reduce the negative effects 

that computers has on the environment while 

simultaneously improving system performance in 

error-tolerant applications such as multimedia 

signal processing, machine learning, and pattern 

recognition. Complementary metal-oxide 

semiconductor (CMOS) based approximation 

computer arithmetic circuits have been the 

subject of a significant number of research 

investigations. It has been shown that it is 

possible to create approximation adders, 

multipliers, and dividers for both fixed-point and 

floating-point formats. Error metrics such as 

mean error distance (MED), normalized mean 

error distance (NMED), and relative mean error 

distance (RMED) are only a few examples of the 

types of error metrics that have been established 

to investigate the errors that are caused by 

approximate arithmetic circuits. 

Due to the fundamentally distinct logic structure 

of certain emerging technologies, such as quantum 

computing assistants (QCAs), nanomagnetic 

logic, and spin wave devices, it will be impossible 

for these technologies to quickly adopt the 

approximation designs used in CMOS circuits. 

The majority logic (ml) method of operation is the 

standard method of operation that is used in the 

modern electronics industry. In contrast to this, 

one could use the more standard Boolean logic. 

The functionality of a majority gate, which is a 

multi-input logic device, is illustrated in figure 1; 

 

 

Fig. 1. Majority gate (3-input voter). 

Just recently, research and development efforts 

have been focused on small approximation 

circuits. For instance, a full adder circuit that 

requires only a single bit of logic has been 

produced in recent years. Adders with one bit and 

several bits of approximation are discussed, and 

certain ml-based approximation full adders are 

presented. Case studies conducted with Qca are 

used to demonstrate that the techniques that were 

proposed are practical. Both fault-fixing and 
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hardware analysis are included in this course. 

 

2. RELATED WORK 

Quantum-dot Cellular Automata  

In contrast to CMOS, the polarization state of 

cells is used to encode binary information in 

QCA, and the contacts between cells are managed 

by the Coulombic forces in order to implement 

the functionality of the circuit. In Figure 2a, we 

can see the components that make up a QCA cell, 

which are as follows: four quantum dots and two 

tunneling electrons. Due to the fact that charges 

of the same type repel one another, electrons can 

only exist at the corners (also known as "points") 

of diagonals. This results in two polarization 

states for each cell, with -1 and +1 corresponding 

to the logical values 0 and 1, respectively. These 

two states are referred to as positive and negative, 

respectively. The QCA protocol requires a 

clocking system that has four separate phases: 

switch, hold, release, and relax. These phases are 

used to govern the flow of data. When a majority 

gate is used in QCA, as can be seen in Figure 2b, 

a 0.25-clock delay is introduced into each 

clocking zone. This is the case anytime the 

majority gate is used. Another common type of 

basic gate that may be seen in QCA is an inverter, 

which can be shown in Fig. 2c. Additional 

information, with a focus on the clocking system 

and the QCA technology, is presented here. 

ML based One-Bit Exact and Approximate 

Full Adders 

Figure 3 depicts an ML-based full adder that 

needs only three majority gates and two 

inverters to provide one-bit precision. The 

inputs for the one-bit adder are the letters A, B, 

and C, and it outputs the characters S and C 

respectively. When it comes to the products that 

C and S create, they look like this: 

 

 
 

Fig. 2. QCA basic elements: (a) QCA cell, (b) 

QCA majority gate (voter), and (c)  QCA inverter 

 
Fig.3. One-bit accurate full adder: (a) 

schematic of accurate adder, (b) layout of 

accurate adder in QCA 

Figure 4 from Labrado et al. presents a picture of 

their proposed design for the one-bit 

approximation full adder (AFA1). The output S, 

which is the complement of C, is calculated 

improperly by AFA1 for four of the eight possible 

input combinations (see Table I for further 

information). 

 

Fig. 4. One-bit approximate full adder: (a) 

schematic of AFA1, (b) layout of AFA1 in QCA. 

In the truth table, we highlight the circumstances 

in which the outcomes of the approximation full 

adder are distinct from the outcomes of the exact 

full adder. The equations for carry and sum that 

correspond to this are as follows. 
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Error Metrics for Approximate Circuits 

As approximate computing introduces errors, 

error metrics are required to evaluate the accuracy 

of approximate circuits. In this paper, we evaluate 

approximate designs using the MED and the 

NMED. The MED is defined as the average of the 

Error Distance (ED) which is the absolute 

difference between the approximate and the 

accurate results across all possible inputs. The 

NMED is the normalized MED. The definitions 

of ED, MED and NMED are as follows: where X, 

Y, n and MAX denote the accurate result, the 

approximate result, the counts of all possible 

inputs and the maximum value of the result, 

respectively. 

 

3. SYSTEM DESIGN 

In this paper, we show the state-of-the-art one-bit 

exact full adder and the state-of-the-art one-bit 

approximation full adder and discuss the 

advantages and disadvantages of each. 

Proposed One-bit Approximate Full Adder 

In this research, we introduce AFA2, a new full 

adder that approximates with a single bit. The 

truth table in Table I shows that C is quite similar 

to C in all but two of the eight possible input 

configurations. To compute the carry out of a one-

bit full adder (as opposed to an accurate one-bit 

full adder), C is roughly comparable to the 

number of gates you would need to conserve. 

Comparison and Discussion 

The ratio of majority gates to inverters, as well as 

other metrics like delay, area, and minimum 

delay, are taken into account. Table II shows a 

comparison between the exact adder AFA1 and 

the proposed approximation adder AFA2. AFA2 

can save design size by up to 72% compared to 

the accurate adder, while also saving 2 majority 

gates, 1 inverter, and 0.25 clock cycles. In 

addition, AFA2 has a smaller impact on QCA than 

AFA1. 

 

Fig. 5. Proposed one-bit approximate full adder: 

(a) schematic of AFA2, (b) layout of AFA2 in 

QCA. 

Table1: Truth Table of 1-bit MLAFAs 

 

Table 2: Comparison of 1-bit MLAFAs 

 
Proposed multi-bit approximate adders 

The proposed and existing one-bit approximate 

full adders are proposed to be combined to create 

multi-bit approximation full adders. Hardware 

architectures and error metrics are compared and 

analyzed. 

Proposed two-bit approximate adders:  

When the following values are input into a two-

bit adder, the output is "care": a = aa, b = bb, c = 

cc, and s = ss. The two-bit approximation full 

adder can be built in one of four ways, all of 

which involve connecting one-bit approximate 

full adders (AFA1 and AFA2) in series. 

Cascaded AFA1 yields the 2-bit AFA11 

structure. The AFA22 architecture is, in essence, 

a string of AFA2s. Both AFA12 and AFA21 use 

AFA2 to get the LSB, although only one of the 

two components, AFA1, is used to do so. Figure 

7 depicts the schematics for these two-bit 

approximation QCA adders. 
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Fig. 6. Schematics of proposed 2-bit 

approximate full adders: (a) AFA11, (b) 

AFA22, 

 

(c) AFA12 and (d) AFA21. 

 

Fig. 7. Layouts of proposed 2-bit approximate 

full adders in qca: (a) AFA11, (b) AFA22, 

 

(c) AFA12 and (d) AFA21. 

Table III demonstrates that the suggested two-

bit approximation adders produce incorrect 

results for 14 of the 32 possible input 

combinations. Cascading two identical one-bit 

approximation full adders yields a larger med 

and NMED than does cascading two different 

ones, but AFA22 occupies less physical space 

and has lower latency than AFA12. Because it 

uses fewer gates, AFA12 can be implemented 

with just one fewer inverter than AFA21 does. 

Since AFA21 has lower latency than AFA12, 

it requires only 0.25 clocking zones less. 

Table 3: Comparison of 2-bit MLAFAs 

 
Both the area-delay product and the NMED are 

considered in the comparative findings shown in 

Fig. 8, with AFA21 being the best design 

because of its proximity to the origin.  When 

compared to AFAs and AFAs with a single type 

of approximate full adder, AFA12 and AFA21 

(with multiple varieties of one-bit approximation 

full adders) perform better. 

 

Fig. 8. Evaluation of proposed 2-bit 

approximate full adders (NMED Vs delay area 

product) 

Proposed four-bit approximate adders 

A 4-bit approximation full adder can be built by 

cascading two 2-bit approximation full adders. 

The AFA12 and AFA21 two-bit approximation 

full adders are chosen because of how well they 

function. Figure 9 depicts the four potential 

permutations, and Figure 10 depicts the QCA 

representation of these permutations. Despite 

sacrificing precision, Table IV shows that the 

proposed designs lower the number of gates 

required to implement an adder. There is potential 

for a 67% reduction in size and a 50% reduction 

in latency. The AFA1221 has the greatest 
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med/NMED while having the fewest gates and the 

quickest latency. The med/NMED ratio of 

AFA2121 and AFA2112 are identical, however 

the delay in AFA2121 is much smaller. When 

compared to its predecessor, the AFA2112, the 

AFA1212 uses less power and thus fewer 

inverters. 

 

Fig. 9. Schematics of proposed 4-bit approximate 

full adders: (a) AFA1212, (b) AFA2121, 

 

(c) AFA2112 and (d) AFA1221. 

 

Fig. 10. Layouts of proposed 4-bit approximate 

full adders in qca: (a) AFA1212, (b) AFA2121, 

 

(c) AFA2112 and (d) AFA1221. 

Figure 11 shows how dominant AFA2121 is. 

AFA1221 has a sizable NMED, while AFA1212, 

AFA2121, and AFA2112 all have sizable NMEDs 

but must be delayed for a shorter amount of time. 

Two of the same kind of the suggested two-bit 

approximation full adders cascaded together is the 

best approach for four-bit systems since it 

provides higher performance than cascading 

multiple kinds of approximate full adders. 

Table 4: Comparison of 4-bit MLAFAs 
 

 
 

 

Fig. 11. Evaluation of proposed 4-bit 

approximate full adders (NMED Vs delay area 

product) 

Proposed eight-bit approximate adders 

Our improved eight-bit approximate adders are a 

result of cascading two four-bit approximate 

adders, which achieves the same greater overall 

performance as the AFA1212 and AFA2121 

designs. Figure 12 depicts the proposed eight-bit 

approximation adders, while Figure 13 depicts 

their Qca implementations. Table V displays all 

comparison information. Designs are offered that 

sacrifice precision in order to significantly reduce 

both the number of gates and the latency. In 

comparison to the others, the AFA2121-2121 and 

AFA1212-2121 adders use fewer gates and have a 

smaller delay, whereas the AFA1212-1212 and 

AFA1212-2121 adders just need one fewer 

inverter. 
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Fig. 12. Schematics of proposed 8-bit 

approximate full adders: (a) AFA1212- 

1212, 

 

(b) AFA2121-2121, 

 

 

(c) AFA2121-1212 and 

 

(d) AFA1212-2121. 
 

 

Fig. 13. Layouts of proposed 8-bit approximate 

full adders in QCA: (a) AFA1212-1212, 

 

(b) AFA2121-2121, 

 

(c) AFA2121-1212 and 
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(d) AFA1212- 2121. 

Table 5: Comparison of 8-bit MLAFAs 

 
 

 

Fig. 14. Evaluation of proposed 8-bit 

approximate full adders (NMED vs delay area 

product) 

ML based approximate multipliers  

In this section, we examine 22 MLAMs and how 

they can be used to compute approximation 

multipliers based on the ml notation. In order to 

compensate for mistakes, a selection method may 

use a so-called complement bit. As shown in 

Figure 7, the following steps should be followed 

while designing nn MLAMs. The multiplicand 

an1234--a3210 and the multiplier bn1234 • • • 

b3210 are each divided into n2 modules (each of 2 

bits as a unit), which are then substituted into the 

equation, and the compensating bits are added as 

determined by the size of the multiplier. Then, the 

partial product reduction (PPR) hardware is used, 

which is a compression method that can be either 

precise or approximative. The probability of 

obtaining the pp of two rows (or a carry in the 

lowest order) depends on the distribution of the 

PPSs generated and the compensation bits. 

Depends on how good an adder the last person is. 

2×2-MLAM 

As can be seen in the ML description of the 2 2 

am design, output 1 requires three majority gates, 

one more than output 0 and two more than output 

2. 

 

Problems that swiftly proliferate as the design's 

scope grows cannot be tolerated, thus there is 

room for improvement. One is used as the out1 of 

the 2 2 MLAM because of these considerations, 

while the other is used as the compensatory bit. In 

this study, we focus on one specific incident. 

Similar procedures are followed for the other 

situation. 

 

 

Fig. 15. Proposed design flow of n × n 

MLAMs. 

By splitting the operands into numerous units, 

with 4 signifying a complement bit, the 2 2 

MLAM can be used as a building block to 

generate larger multipliers. The 44 MLAMs with 

all complement bits that require further reduction 

are depicted in Figure 15, and the 88 MLAMs 

with all complement bits are depicted in Figure 

16. 
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Fig. 16. PPG and complement bit generation of 

MLAMs: (a) 4×4 MLAM, and 

 

(b) 8 × 8 MLAM. 

 

 

4. RESULTS 

The suggested QCA approximate full adders are 

created and evaluated on the one-bit example 

using the XILIN ISE software. The XILIN ISE 

program was developed at the University of 

Calgary in order to construct and simulate QCAs. 

The simulation and design process will go 

something like this. To get started, a design for 

the suggested one-bit approximate complete 

adder is generated. We build multi-bit adders by 

expanding on the original one-bit concept. 

 

Fig 17 AFA 11 
 

 

Fig 18 AFA 22 
 

 

Fig 19 AFA 21 
 

 

Fig 20 AFA 12 
 

 

Fig 21 AFA 1212 
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Fig 22 AFA 1221 
 

 

Fig 23 AFA 2112 
 

 

Fig 24 AFA12122121 

 

5. CONCLUSION 

Approximate adders and multipliers based on 

majority logic are presented, implemented, and 

evaluated in this article. Multiple-bit, two-bit, 

and one-bit AFAs that use ML have been 

proposed because they are simpler to 

implement and take up less processing time 

without sacrificing too much accuracy. 

Different MLACs, such as those using 

MLAFAs or K-Map simplification, and 

approximate PPR circuitry have been proposed 

as part of ML-based multi-bit AMs; an 

influence factor has been defined to measure 

the importance of various complement bits; a 

thorough analysis based on the size of 

multipliers has been pursued in selecting the 

complement bits; etc. 
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