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Abstract 

 

The Internet of Things (IoT) is the new paradigm of our times, where digital devices and 

sensors from across the globe are interconnected with distributed applications and services 

that impact every area of human activity. With its huge economic impact and its pervasive 

influence over our lives, IoT is an attractive target for criminals, and cyber security becomes 

a top priority for the IoT ecosystem. Deep learning may provide a cutting-edge solution for 

IoT intrusion detection with its data-driven, anomaly-based approach and ability to detect 

emerging, unknown attacks. 

With the increase in the number of internets connected devices, security, and privacy 

concerns are the major obstacles impeding the widespread adoption of the Internet of Things 

(IoT). Securing IoT has become a huge area of concern for all, including consumers, 

organizations as well as the government. While attacks on any system cannot be fully 

prevented forever, real-time detection of the attacks are critical to defending the system in an 

effective manner. Limited research exists on ancient intrusion detection systems suitable for 

IoT environments. This detection platform provides security as a service and facilitates 

interoperability between  

various network communications protocols used in IoT. 

This whole matter will directly connect the police with the crime location which eases the 

police can reach that location. GPS will be used for location detection. In our work, we have 

collected datasets with the help of a digital camera that is attached to an IoT device. In the 

first part of our paper, we have discussed the ground so four works under the introduction of 

crime, digital image processing, GPS, and IoT. In the second part of our  

 



e-ISSN 2320 –7876 www.ijfans.org  
Vol.11, Iss. 12,Dec 2022 

Research Paper        © 2012 IJFANS. All Rights Reserved, UGC CARE Listed (Group -I) Journal  
 

3721 | P a g e  

 

work, we have discussed the methodology of our work here sensor board, and GPS setting 

has been discussed along with the dataset. There are several data collection technologies in 

the IoT. The most used technology is the Warless sensor network (WSN) uses multi-hopping 

and self-organization to maintain control over the communication network nodes. 

 

1. Introduction 

 

The emergence and development of new technologies such as sensors, broadband 5G and 

beyond wireless communications, radio frequency identification, smartphones, portable 

computers, industrial automation, semi-autonomous vehicles, satellites, cloud computer, and 

others, converge into what we broadly refer to as the Internet of Things (IoT), an all-

encompassing network where smart devices and computational units are inter-connected, 

communicating and interacting with each other. At the same time, cyber-physical systems, 

comprising IoT devices, control critical infrastructures. IoT ecosystems, and as a 

consequence, new forms of cyber-attacks merge that either use IoT devices as a stepping 

stone towards other systems or target IoT devices themselves.Network Intrusion Detection 

system (NIDS) can define the embedded process in networking for devices like smart sensor-

inspired devices & under a service-oriented architecture (SOA) to regulate independently as 

an anomaly-based NIDS or integrated, transparently, during a very distributed Intrusion 

Detection System (DIDS) [4]. A ramification of intrusion detection approaches is present to 

resolve this severe issue but the foremost problem is performance. It is vital to increase 

detection rates and reduce warning rates within the world of intrusion detection. So to detect 

the intrusion, various approaches are developed [6]. An Intrusion Detection System (IDS) can 

discover malicious activities and irregularities within the network and provide a fully 

important basis for network defence. Thanks to the event of cloud computing, social 

networks, additionally as mobile cloud computing, IDS has become even more important 

than before ([7][8]). Network Intrusion Detection System (IDS) tries and identify 

unauthorized, illicit, and anomalous behaviour based solely on network traffic to support 

deciding network preventive actions by network administrators [10]. Many researcher share 

contributing to this field for the last twenty years. During this paper, certain literature survey 

has been done to display some past research work. 
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 Cyber security attacks are becoming one of the most serious threats to IoT security. These 

attacks occur in various forms, targeting different resources on a variety of IoT devices. 

These attacks tend to compromise one or more device(s) in an IoT network which can be 

further utilized as a “resource” or “platform” for attacks such as distributed denial-of-service, 

and fraudulent activities such as ransomware, opportunistic-service stealing, and information 

ex-filtration. Hence important for safeguarding such data. 

 

2. Methodology Dataset and Tools 

 

2.1 Classification Algorithm for IoT 

Classification Algorithms can be further divided into the Mainly two categories: 

o Linear Models 

o Logistic Regression 

o Support Vector Machines 

o Non-linear Models 

o K-Nearest Neighbours 

o Kernel SVM 

o Naïve Bayes 

o Decision Tree Classification 

o Random Forest Classification 

 2.2 Classification Algorithm for IDS 

Classification approach Techniques 

1) Decision Tree A decision tree is a type of supervised machine learning used to 

categorize or make predictions based on how a previous set of 

questions were answered. A model is a form of supervised 

learning, meaning that the model is trained and tested on a data 

set containing the desired categorization. 

2) Bayesian 

Network 

A Bayesian network is a compact, flexible, and interpretable 

representation of a joint probability distribution. It is also a 
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useful tool in knowledge discovery as directed acyclic graphs 

allow the representation of causal relations between variables. 

     3)K-Nearest 

Neighbour 

The k-nearest neighbour’s algorithm, also known as KNN or k-

NN, is a non-parametric, supervised learning classifier, which 

uses proximity to make classifications or predictions about the 

grouping of an individual data point. 

3) SVM In machine learning, support vector machines (SVMs, also 

support vector networks) are supervised learning models with 

associated learning algorithms that analyze data for 

classification and regression analysis. 

 

3. META Classifier for IoT-based Intrusion Detection 

 

Meta-learning in machine learning refers to learning algorithms that learn from other 

learning algorithms. 

Most commonly, this means the use of machine learning algorithms that learn how to best 

combine the predictions from other machine learning algorithms in the field of ensemble 

learning. 

Nevertheless, meta-learning might also refer to the manual process of model selecting and 

algorithm tuning performed by a practitioner on a machine learning project that modern 

autonomous algorithms seek to automate. It also refers to learning across multiple related 

predictive modelling tasks, called multi-task learning, where meta-learning algorithms learn 

how to learn. 

It even refers to multi-task learning which involves learning across several related predictive 

modelling tasks. Here, meta-learning algorithms can learn how to learn. Meta-learning 

algorithms make their own predictions by using the output or predictions of existing 

machine-learning algorithms as input and then predicting a number or class label. You could 

say that meta-learning occurs one level above machine learning. Machine learning learns the 

best way to use the information found in data to make predictions, while meta-learning learns 

the best way to use the predictions that machine learning algorithms have made to make 

predictions. A meta-learning algorithm or a meta-learning machine  
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learning algorithm can be simply referred to as a meta-algorithm or a meta-learner in short-

hand. Meta-learning can be used to observe the performance of several machine learning 

models about learning tasks, learn from metadata, and speed up the learning process for new 

tasks.32.1 What techniques are used in meta-learning? 

Here are some of the approaches that are used in meta-learning. 

3.2 Metric Learning 

This refers to learning a metric space for predictions. It delivers good results in few-shot 

classification tasks. The main idea in metric learning is very similar to nearest neighbors 

algorithms (k-Nearest Neighbours classifier and k-means clustering).  

 

3.3 Model-Agnostic Meta-Learning (MAML) 

 

In MAML, the neural network is trained with the use of examples to adapt the model to new 

tasks at a quicker pace. It is a general optimization and task-agnostic algorithm which is 

employed for the purpose of training the parameters of a model for quick learning with a 

small number of gradient updates. 

3.4 Recurrent Neural Networks (RNNs) 

Recurrent neural networks are a type of artificial intelligence. These RNNs are applied to 

several machine-learning problems. They are especially used on problems that have 

sequential data or time-series data. They are generally used for language translation, speech 

recognition, and handwriting recognition tasks.  In meta-learning, an RNN is used as an 

alternative to creating a recurrent model that has the ability to gather data sequentially from 

datasets and process this data as new inputs. 

3.5 Stacking or Stacked Generalization 

Stacking is a sub-field of ensemble learning and is used in meta-learning models. Supervised 

as well as unsupervised learning gain advantages from stacking. Here is the process involved 

in stacking: 

https://www.engati.com/glossary/artificial-intelligence
https://en.wikipedia.org/wiki/Meta_learning_(computer_science)
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 Training learning algorithms using the data that is available. 

 Creating a combiner algorithm to combine the predictions of the learning algorithms 

(known as ensemble members). 

 Make use of the combiner algorithm for the purpose of making the final predictions. 

3.6 Convolutional Siamese Neural Network 

A convolutional Siamese neural network comprises two twin networks. Their outputs are 

trained jointly on top using a function to understand the relationship between pairs of input 

data samples. 

The twin networks share the same weights and network parameters. They refer to the same 

embedding network that learns an efficient embedding to reveal the relationship between the 

pairs of data points. 

3.7 Matching networks 

Matching networks learn a classifier for any small support set. The classifier defines a 

probability distribution over output labels with a specific test example. It essentially maps a 

small labeled support set and an unlabelled example to its label, eliminating the need to fine-

tune for adapting to new class types. 

3.8 LSTM Meta-Learner 

An LSTM meta-learning algorithm finds the exact optimization algorithm that is employed 

for training another learner neural network classifier in the few-shot regime. The 

parametrization makes it possible for it to learn appropriate parameter updates specifically for 

the scenario where a set number of updates will be made. It even learns a general 

initialization of the learner network that enables the quick convergence of training. 

4. Bagging Algorithm for IoT-based intrusion detection 

Bagging, also known as Bootstrap aggregating, is an ensemble learning technique that helps 

to improve the performance and accuracy of machine learning algorithms. It is used to deal 

with bias-variance trade-offs and reduces the variance of a prediction model. Bagging avoids 

overfitting data and is used for regression and classification models, specifically for decision 

tree algorithms. 

https://www.engati.com/glossary/neural-networks
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4.1 Steps to Perform Bagging Algorithm 

 Consider there are n observations and m features in the training set. You need to 

select a random sample from the training dataset without a replacement 

 A subset of m features is chosen randomly to create a model using sample 

observations 

 The feature offering the best split out of the lot is used to split the nodes 

 The tr 

 ee is grown, so you have the best root nodes 

 The above steps are repeated n times. It aggregates the output of individual 

decision trees to give the best prediction 

5. Result and Discussions  

In this paper, we have taken four statistical readings of thousand user IDs. This used id was 

generated by an IoT device. The ioT device was placed in the police station of Tikrapara 

Raipur.  The minimum value of the image was 18 of used id 101. The maximum value is 33. 

The mean value is 27.5 and the standard deviation is 5.318.  The latitude and Longitude of 

the image taken are also calculated in Meta Classifier. 

Table 1: Statistical Result of META Classifier 

Classifier 

Method 

Attribute Min Max Mean Std Dev  

META 

UserId(101) 
18 33 27.5 5.318 

 

Latitude 21.23 22.72 21.97 0.79  

Longitude 75.85 81.64 78.73 3.08  
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Fig.  1 Statistical Result of User id 101 

Table 2: Statistical Result of Bagging Classifier 

Bagging 

Algorithm 

Correlation 

Coefficient 

Root Mean 

Squared 

Error 

Relative 

Absolute 

Error 

Root 

Relative 

Squared 

Error 

Total 

Number Of 

Instances 

Mean 

Absolute 

Error 

0.91 3.34 3.34 5.0054 4.38 3.03 

0.91 3.92 3.92 5.6 4.42 3.074 

-0.62 76.53% 76.53% 100.10% 113.44% 75.83% 

0 78.84% 78.84% 98.54% 109.56% 76.23% 
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Fig. 2 Statistical Result of Bagging Algorithm 

5.1. Mean absolute error 

 

In the context of machine learning, absolute error refers to the magnitude of difference 

between the prediction of an observation and the true value of that observation. MAE takes 

the average of absolute errors for a group of predictions and observations as a measurement 

of the magnitude of errors for the entire group. 

Root mean squared error. Root mean squared error (RMSE) is the square root of the mean of 

the square of all of the errors. The use of RMSE is very common, and it is considered an 

excellent general-purpose error metric for numerical predictions. Relative Absolute Error 

Relative Absolute Error (RAE) is a way to measure the performance of a predictive model. 

It's primarily used in machine learning, data mining, and operations management. RAE is not 

to be confused with relative error, which is a general measure of precision or accuracy for 

instruments like clocks, rulers, or scales. 

 

5.2. The Root Relative Squared Error 
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The Root Relative Squared Error (RRSE) is defined as the square root of the sum of squared 

errors of a predictive model normalized by the sum of squared errors of a simple model. In 

other words, the square root of the Relative Squared Error (RSE). 

6. Conclusion & Future Work 

In this paper, we have presented a literature survey on network intrusion detection systems. 

Network security is playing a vital role in altogether styles of networks. Intrusion detection 

has attracted considerably more interest from researchers and industries so currently it's a 

sensible choice for networking users for security purposes. After some years of research, the 

community still faces the matter of building reliable and efficient NIDS, which are capable of 

handling large amounts of knowledge, with aging patterns in real-time situations. The scope 

of the work on classifying intrusion detection systems, reviewing the various methods of 

detecting an anomaly, performance of those methods was supported by past and up to now 

works revealing the benefits and drawbacks of every one of them. 
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