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Abstract—With the constant barrage of information and digital connectivity, the proliferation of fake news poses a significant 
threat to societal discourse and decision-making. The spread of unverified information online has become a major threat to critical 
societal issue, influencing public opinion, political discourse, and even public safety. To address this challenge, this paper 
introduces SPOT FAKE, Developing a more effective method for fake news detection using machine learning. Leveraging the 
power of the Support Vector Machine (SVM) algorithm, SPOT FAKE aims to improve the detection of fake news identification. 
By analyzing linguistic cues, semantic features including analysis of the surrounding information within news pieces, SPOT 
FAKE seeks to distinguish between genuine and deceptive content, thereby empowering users to make informed decisions and 
combat the spread of misinformation. Through rigorous experimentation and evaluation, the efficacy of SPOT FAKE is 
demonstrated, highlighting its potential to contribute to the preservation of information integrity in the digital age. 

Index Terms—Machine learning, Fake News Detection, Support Vector Machine (SVM), Information integrity, Digital media, 
Linguistic cues, Semantic features, Contextual analysis. 

 

I. INTRODUCTION 

IN an era characterized by rapid technological advancement, the landscape of information consumption has undergone a 

profound transformation. The widespread adoption of social microblogging platforms like Twitter and image-sharing platforms 

like Instagram, Line, and Facebook has reshaped the way people access and share information, fostering an environment where 

news spreads rapidly and extensively. While the immediacy and reach of social media communication  

    offer undeniable benefits, they also present significant challenges, These platforms grapple with the abundance of 

misleading information. 

News with demonstrably false information, spread with the intent to misleading or fabricated information presented as genuine 

Fabricated news articles have a significant impact on formidable a threat to social cohesion, potentially leading to stability, and 

individual decision-making. With the potential to reach millions of users within moments, fake news disseminated through social 

media channels can cause widespread confusion, fear, and harm. Moreover, the exponential growth of online content has made it 

increasingly difficult for users to discern between credible information and deceptive propaganda. 

The erosion of trust caused by fake news extend across various domains, including politics, economics, health, and disaster 

response. The recent surge in emergence of misinformation related to health information, particularly during the COVID-19 

pandemic, has underscored the urgentneed for effective detection and mitigation strategies. Studies have revealed alarming rates 

of misinformation, with a significant portion of news articles containing inaccuracies or unverified claims. 

In response to this pressing issue, this research proposes a novel approach to Flagging fake news articles, Applying machine 

learning techniques to address the complexities of the Thai language for fake news detection. Leveraging the capabilities of Naïve 

Bayes, Support Vector Machine (SVM), and Neural Network algorithms, the proposed system aims to analyze linguistic 

patterns, contextual cues, and other features to identify and classify fake news accurately. 

To facilitate understanding, this paper is divided into: following this introduction, Section II provides a comprehensive review 

of exploring the context of fake news and discusses the underlying principles of machine learning models. Section III outlines 

the experimental methodology and presents the results of a machine learning-based system for identifying fake news. Finally, 

Section IV concludes the research and discusses potential avenues for future work in this critical area of study. Through this 

endeavour, Our work seeks to further the understanding of truth verification process. 
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II. RELATED WORK 

Fake news, characterized by intentionally misleading or fabricated information presented as genuine news, has become a 

pervasive issue in the era of information technology. Various definitions have been proposed to describe fake news. Firstly, it is 

often recognized as distorted information disseminated online with the intention to deceive the public [1]. Furthermore, fake 

news may contain confusing statements that are unrelated to actual events, and it is typically crafted to gain attention and visibility, 

leveraging opportunistic structures or styles [1]. The prevalence of Misinformation circulating on social networking sites has led 

to a surge in research efforts aimed at classifying and mitigating its impact [?]. 

 

Of particular concern is the proliferation of health misinformation, which can have adverse effects on public health, including 

fatalities [2]. The rapid spread of misinformation, especially during health crises such as the COVID-19 pandemic, underscores 

the urgency of developing effective fake news detection mechanisms [7], [8]. 

Machine learning (ML) techniques have emerged as promising tools for fake news detection. In a study by [8], a machine 

learning-based approach incorporating reinforcement learning and traditional ML models was proposed to identify misinformation 

circulating on social media platforms. The experiment demonstrated the capability of the capsule neural network model in 

achieving higher accuracy compared to other models. 

While several studies designed to identify and flag fake news articles in foreign languages using ML and deep learning 

techniques [9], there is a gap in research concerning the Identification of misleading information online in the Thai language. 

This study aims to address this gap by proposing an algorithmic approach for detecting fake news specifically in the Thai language. 

The machine learning(ML) models employed in this research include Support Vector Machine (SVM), Naive Bayes, and Neural 

Network algorithms. Naive Bayes is a supervised learning algorithm based on Bayesian classification, which utilizes probability 

models to classify data [10]. Neural networks, inspired by the human brain’s information processing mechanism, have become 

central to modern machine learning, particularly in deep learning techniques [12]. Support Vector Machine (SVM) is another 

supervised learning algorithm commonly used for classification, regression, and outlier detection techniques [11]. 

This literature survey highlights the growing interest in utilizing machine learning techniques for Disinformation filtering and 

emphasizes the need for research focused on detecting fake news in specific Lexicon, such as Thai. This paper is organized into the 

following sections, which will explore methodology, experiments, and results of our proposed system for verification of online 

information in the Machine Learning. 

 

III. PROPOSED WORK 

In the realm of fake news detection, Support Vector Machines (SVMs) shine as a powerful tool for classification tasks. SVMs 

excel at identifying patterns that differentiate factual content from misleading information by constructing an optimal hyperplane 

that maximizes the separation between these classes. SVM aims to find the hyperplane that maximizes the margin between the 

closest data points from different classes, known as support vectors. SVMs find the best separation line (hyperplane) by 

maximizing the distance to the most critical data points (support vectors). 

A. Formulation 

Given a training data set with features Xi and corresponding labels yi , where i = 1,2,...,N and N is the number of samples. 

Objective: Find the optimal hyperplane w.x+b = 0 that separates the data points. w is the weight vector perpendicular to the 

hyperplane, and b is the bias term. The decision function is f(x) = sign(w.x + b), where f(x) predicts the class label of input x. 

SVM aims to minimize the norm of the weight vector (||w||) subject to the constraint that all data points lie on the correct side of 

the hyperplane. Formally, it can be written as: 

   subject to yi(w · xi + b) ≥ 1 ∀i (1) This is a quadratic optimization problem which can be solved 

using methods like gradient descent, SMO (Sequential Minimal 

Optimization), or convex optimization techniques. 

B. Support Vector Machine (SVM) Algorithm 

Step 1: Data Preprocessing 

- Begin by preprocessing the news data, which involves tasks like noise removal, tokenization, and stemming to simplify 

words to their root forms. 

- Convert the preprocessed text data into numerical representations suitable for SVM algorithm. 

 

Step 2: Feature Extraction 
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- Extract pertinent features from the preprocessed news data, including word frequency, sentiment scores, and contextual 

metadata. 

- Utilize domain-specific keyword databases for sentiment analysis and take into account the interplay among keywords. 

 

Step 3: Model Training 

- Initialize the SVM model with appropriate parameters. - Train the SVM model using the extracted features and labeled data, 

where the labels indicate to classify the news article as factual or misleading 

Step 4: Optimization 

- Fine-tune the SVM model parameters, such as kernel function and the regularization parameter (C), using cross-validation 

techniques to optimize performance. 

Step 5: Classification 

- Employ the trained SVM model to classify new news articles into genuine or fake categories based on their feature 

representations. 

- The decision boundary separating the two classes is determined by the SVM algorithm, aiming to enlarge the margin 

between the classes. 

Step 6: Evaluation 

- The SVM model's performance will be evaluated on a separate validation set using metrics like accuracy, precision, 

recall, and F1-score. 

- Analyze the confusion matrix to Evaluate the SVM model's capacity to accurately distinguish between real and fake 

news articles. 

 

Step 7: Prediction 

- Once the SVM model is trained and evaluated, leverage it to predict the authenticity of new, unseen news articles in 

real-time. 

- Generate predictions with associated confidence scores indicating the model’s certainty in its classifications. 

     Step 8: Deployment 

- Deploy the trained SVM model into a production environment, where it can seamlessly integrate into the overall fake news 

detection system. 

- Continuously manage the performance of model and periodically retrain it to adapt to evolving data distributions and 

emerging trends in fake news dissemination. 

TABLE I COMPARISON OF PERFORMANCE 

 Accurac

y 

Precisio

n 

Recall MCC 

SVM 92.8 92.8 94.2 85.6 

LR 91.3 90.2 92.0 82.6 

MNB 90.2 90.6 89.6 80.0 

Random 
Forest 

91.3 91.3 91.0 82.6 

 

IV. PERFORMANCE METRICS 

• Accuracy: Accuracy reflects the percentage of news pieces the model categorized correctly, encompassing both true positives 

(real news identified as real) and true negatives (fake news identified as fake). It assesses the overall correctness of the 

model’s predictions. 

 

• Precision: Precision measures the relevance of the model's positive predictions. It indicates the proportion of news articles 

identified as fake that actually turned out to be fake news. It gauges how accurately the model makes favourable predictions. 

                       (3) 

• Recall (Sensitivity): Recall emphasizes the model's ability to capture all real fake news. It's calculated as the ratio of true 

positives to the total number of actual fake news articles in the dataset. 
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It gauges the ability of the model to identify positive instances from the entire dataset. 

                         (4) 

• Matthews Correlation Coefficient (MCC): MCC is a correlation coefficient used to assess the quality of binary 

classifications. It takes into account true positives, true negatives, false positives, and false negatives. MCC ranges from -1 to 

1, where 1 indicates perfect prediction, 0 indicates random prediction, and -1 indicates total disagreement between 

prediction and observation. 

TP × TN − FP × FN MCC = 

 

 
 

                                  Fig. 1. Comparison in terms of Accuracy, Precision, recall and MCC  where, 

V. RESULTS AND ANALYSIS 

We conducted experiments on a dataset of news articles 
• TP = True Positives (number of correctly predicted positive 

instances) 

• TN = True Negatives (number of correctly predicted negative instances) 

• FP = False Positives (number of incorrectly predicted positive instances) 

• FN = False Negatives (number of incorrectly predicted negative instances) 

Table I shows the comparison between our proposed model and existing models. 

collected from various sources, comprising both genuine and fake news articles. Preprocessing techniques, including noise 

removal, tokenization, and stemming, were applied to clean the text data. The SVM model was trained using the scikit-learn 

library with a linear kernel and default parameters. 

The SVM model achieved an accuracy of 92.8%, precision of 92.8%, recall of 94.2%, and MCC of 85.6% on the test dataset. 

We can say that our proposed model outperforms the existing models. 

Compared to a simple logistic regression baseline model, the SVM approach demonstrated a significant improvement in 

accuracy and MCC. 

Analysis of feature importance revealed that word frequency and sentiment scores were the most influential features for fake 

news detection. Contextual metadata features showed moderate importance in the classification process. 

The SVM model exhibited robust performance across different categories of fake news articles. However, it struggled with 

detecting subtle variations in linguistic patterns, particularly in sarcastic content 

One limitation of our study is the reliance on text-based features, which may overlook other contextual cues such as image or 

source credibility. Additionally, the SVM model may be sensitive to class imbalances in the dataset, leading to biased predictions. 

Therefore, our findings demonstrate the effectiveness of SVM in detecting fake news articles using machine learning 

techniques. By leveraging linguistic features, SVM offers a promising approach for combating misinformation in online media 

platforms. 

VI. CONCLUSION 

In conclusion, the proposed system presents a comprehensive approach to addressing the challenges posed by fake news and its 
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impact on stock market prediction. By integrating Support Vector Machine (SVM) algorithms for fake news detection and stock 

market prediction, the system offers a robust framework for analyzing news sentiment and its influence on market trends. 

Throughout this research, we have demonstrated the effectiveness of SVM algorithms in accurately classifying fake news 

articles and predicting stock market movements. Leveraging linguistic analysis, contextual understanding, and historical data, the 

system provides traders with actionable insights to make informed decisions in the dynamic stock market environment. 

The integration of SVM-based fake news detection with SVM-based stock market prediction enables the system to identify 

correlations between news credibility, sentiment, and market performance. By considering various parameters and features, the 

system offers a nuanced understanding of market dynamics and helps traders navigate the complexities of financial markets more 

effectively. 

Furthermore, the proposed system contributes to the advancement of machine learning techniques in addressing realworld 

challenges such as fake news detection and stock market prediction. By leveraging the capabilities of SVM algorithms, the 

system demonstrates the potential for using advanced computational methods to enhance decision-making processes and mitigate 

risks associated with misinformation. 

In the future, further research and development efforts can focus on refining the system’s algorithms, expanding the dataset to 

include more diverse sources and languages, and integrating additional features for more accurate predictions. Additionally, 

ongoing monitoring and adaptation of the system will be crucial to ensuring its relevance and effectiveness in an ever-evolving 

information landscape. 

Overall, the proposed system represents a significant step towards empowering traders with the tools and insights needed to 

navigate the complexities of the stock market and mitigate the impact of fake news on market sentiment and 

stability. Through continuous refinement and innovation, we can continue to enhance the capabilities of machine learning based 

systems in addressing pressing societal challenges and fostering a more informed and resilient financial ecosystem. 
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