
Brindha Senthil Kumar et al., 2022

International Journal of Food and Nutritional Sciences | Volume 11 | Issue 4 | June 2022 67

[Downloaded free from http://www.ijfans.org]

A Multilayer Perceptron Model to Predict Risk
Factors of Type II Diabetes Mellitus

Brindha Senthil Kumar1+, Vanlalawmpuia R2+,  Freda Lalrohlui3, John  Zohmingthanga4,
Lalruatpuii Hlawnmual5, Nachimuthu Senthil Kumar6 and Lal Hmingliana7*

1Department of Computer Science Engineering, Mizoram University, Aizawl, Mizoram – 796004, India.
2Department of Computer Science Engineering, Mizoram University, Aizawl, Mizoram – 796004, India.

3Department of Biotechnology, Mizoram University, Aizawl, Mizoram – 796004, India
4Department of Pathology, Civil Hospital Aizawl, Mizoram – 796001, India

7Department of Medicine, Civil Hospital Aizawl, Mizoram – 796001, India
6Department of Computer Science Engineering, Mizoram University, Aizawl, Mizoram – 796004, India.
7Department of Computer Science Engineering, Mizoram University, Aizawl, Mizoram – 796004, India.

Address for correspondence: Lal Hmingliana, Department of Computer Science Engineering, Mizoram University, Aizawl,
Mizoram – 796004, India. E-mail: lalhmingliana@mzu.edu.in + First author and second author had equally contributed for this paper.

© 2022 International Journal of Food and Nutritional Sciences

ORIGINAL ARTICLE

This is an open access journal, and articles are distributed under the terms
of the Creative Commons Attributi-NonCommercial-ShareAlike 4.0 License,
which allows others to remix, tweak, and build upon the work non-
commercially, as long as appropriate credit is given and the new creations
ae licensed under the idential terms.
How to cite this article: Brindha Senthil Kumar, Vanlalawmpuia R, Freda
Lalrohlui, John Zohmingthanga, Lalruatpuii Hlawnmual, Nachimuthu Senthil
Kumar and Lal Hmingliana. A Multilayer Perceptron Model to Predict
Risk Factors of Type II Diabetes Mellitus. Int J Food Nutr Sci 2022;11:
67-74.

ABSTRACT Diet and lifestyle factors are the significant cause of  Type II Diabetes Mellitus (T2DM). This case-control
study aims to develop a high-precision machine learning model to predict T2DM using Multi-layer
Perceptron (MLP) from epidemiological data. The epidemiological data utilized in this work were
collected from 500 T2DM patients and 500 healthy individuals using well-structured questionnaire. The
balanced dataset consisted of 11 salient features from diet and lifestyle which are high risk factors for
T2DM. A MLP model was built using eleven input layers, three-set of hidden layers, one output layer
with ReLU as activation function, adam as model optimizer, momentum of 0.99 and learning rate set
to 0.0011 to achieve its best accuracy and low error rate. The proposed MLP model produced accuracy of
96%, F1 score of 95%, Receiver operating characteristic (ROC) of 95%, precision of 93%, recall of 98%
and misclassification rate of 4.5%. Age, sex, meat intake, saum, smoked meat, salt intake, smoking,
sadha, tuibur, chewing paan and alcohol were found to be risk factors to cause T2DM apart from the
other environmental factors. These findings indicate that machine learning models are reliable in predicting
T2DM disease with its core risk factors for the awareness or early diagnosis of T2DM.
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INTRODUCTION

Globally, the number of  diabetic people is expected to be 642
million by 2040 (Maniruzzaman, 2020). Poor lifestyle like
lack of physical exercise and unhealthy meals are like to play
an important role in developing T2DM (Alshammari, 2020).
In addition to diet and lifestyle factors, genetic factors (family
history), ethnicity (race) also causes T2DM (Lalrohlui, 2020).
The incidence of T2DM in American, Chinese, Caucasian,
Aborigines (Australia), Pima Indians (Arizona) races is
increasing due to sedentary lifestyle, poor diet or change in
indigenous traditional diet (Golden, 2019; Steyn 2014). India
has 77 million diabetic patients which rank the second in the

global list (Alam, 2019). A 15-year longitudinal study had
shown prolonged sedentary lifestyle is the major cause of
aging-associated diseases such as T2DM, cardiovascular
disease, cancer, etc. (Belikov, 2019; Thorp, 2011). People with
age 45 above are at more risk to acquire T2DM, and the rate
of acquiring this disease is an exponential rate in age group 65
and above (Standl, 2019).  The major T2DM dietary risk
factors are high-fatty foods, processed and red meat, refined
grains, carbonated drinks (Sami, 2019). Smokeless-smoking
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tobacco and alcohol abuse are another non-invasive lifestyle
factors that causes T2DM (Maddatu, 2017; Wu, 2014; Carlsson,
2017).

Data mining techniques were applied on these risk factors to
predict T2DM for many years, the latest work have been brief
in the following. Deepnet (Deep Learning) has produced
highest accuracy, precision, recall and F1 score of  88% from 3-
year collected data from vital signs and blood reports in Saudi
Arabian population (Alshammari, 2020). A retrospective
study in Chinese population showed Multi-layer Perceptron
(MLP) Model performance was better with an accuracy of
87% and ROC of 97% using features from blood test and
vital signs (Xiong, 2019). Random forest classifier had been
utilized on UCI repository diabetic dataset, which yield an
accuracy of  92.26% and Area Under the Curve (AUC) of
91.14%, it had replaced the outliers and missing values using
median and group median values respectively
(Maniruzzaman, 2020). R-based machine learning model on
female patients from Pima Indian population (UCI
repository) had achieved accuracy of 89% with ROC of 90%
using linear Support Vector Machine (SVM) and accuracy of
88% with better ROC of 92% by k-Nearest Neighbour (k-
NN) algorithms (Kaur, 2018).

A Random forest classifier with feature extraction using
minimum redundancy maximum relevance (mRMR) method
had showed accuracy of 80.8% using all 14 features from
Luzhou dataset (Zou, 2018). Blood test, hospitalization
records, drug claims, insurance claims, emergency claims and
ambulatory records were used to build XGBoost model, had
AUC of  80.3% in Canadian population (Ravaut, 2019).
Ensemble model by combining Random Forest, Naive Bayes
Trees and Logistic Model tree classifiers has accuracy of  92.2%
and AUC of  92.2% using synthetic minority oversampling
technique (SMOTE) on imbalanced cardiorespiratory fitness
data (Alghamdi, 2017).  Gradient Boosting Machine and
logistic regression algorithms had shown area under ROC
curve of  84.5% and 84.1%, respectively based on laboratory
and demographical data in age group between 18 to 90 years
(Lai, 2019).

T2DM risk factors differ between ethnic groups, which had
motivated to apply machine learning algorithm on the Mizo
population, Northeast India to study their underlying
epidemiological risk factors to causes this disease. In Mizoram,
about 29.80% of  people are getting treated for Type II
Diabetes Mellitus (T2DM) (Anjana, 2017). The present work
had developed a Multi-layer Perceptron (MLP) model using
diet and lifestyle risk factors to predict T2DM in Mizoram
urban population. The proposed model had been compared
to latest 5 MLP diabetic models. Python Jupyter Notebook
Version 3 platform was used to build data models using

learning packages from scikit-learn (0.20.4). Data preprocessing,
visualization and interpretations were done using Numpy
(1.16.6), pandas (0.24.2), seaborn (0.9.1), scipy (1.2.3) and
matplotlib (2.2.5) (Hunter, 2007).

METHODS

The primary data for this study was collected from Aizawl
(urban) capital of Mizoram. The sampling was done from
the patients who had been diabetic for more than 5 years, and
healthy individuals with no prior medical conditions. A well-
structured questionnaire was designed consisting of key dietary
and lifestyle habits unique to the Mizo population. These
epidemiological features were age, sex, meat_intake (red and
white meat), saum (pork fat), smoked_meat (red and white
meat), salt_intake, smoking, sadha, tuibur (smoke-infused
tobacco water), chewing_paan and alcohol. Total of  1000
records (500 cases and 500 controls) were collected using the
questionnaire after the consent of the participants.

Data distribution was represented using bar chart as all features
were discrete variables, except the age, which was only
continuous variable in this dataset (Figure 1). Bar charts were
created with confidence interval (ci) set to 95% for each feature,
the caps on the top of the bars indicate the error bars, and
number of iterations was 1000 to compute the confidence
interval, so bootstrap was set to 1000. The bars show less
than 0.05 error/bar in all risk features with 95% of confidence
interval, this clearly showed all the features in the dataset were
statistically significant (Figure 1). The distributions of
epidemiological and demographical data of diabetic and non-
diabetic patients are given in Figure 2. Age, saum, meat_intake,
smoked_meat, salt_intake, sadha, tuibur, and chewing_paan
features showed prominent difference between cases (diabetic)
and controls (non-diabetic). Except for age, other features
were showing high-level of Gaussian distribution.

During the pre-processing phase, the missing values in the
dataset were replaced by group median values and outliers in
the age attribute were replaced by median value. All the eleven
epidemiological factors were utilized to construct the machine
learning models (Figure 3).

The steps are as follows:

1. A two-third of randomly divided dataset was used for
training and one-third was reserved for testing the models.

2. Multi-layer perceptron, Random forest, support vector
machine, and logistic regression models were built using
training dataset.

3. Overfitting of the models was ruled out by checking train
and test accuracies.

4. Models were optimized using hyper-parameter tuning.
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Figure 1: Bar Chart of the Features in Diabetes Dataset

Figure 2: Distribution Plot Between Diabetic and Non-Diabetic with Respect to Risk Factors
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5. Model’s performances were evaluation using accuracy, F1
score, precision, recall and ROC and low misclassification
rate (calculated using root mean squared error).

Python Jupyter Notebook Version 3 platform was used to
build data models using learning packages from scikit-learn
(0.20.4). Data preprocessing, visualization and interpretations
were done using Numpy (1.16.6), pandas (0.24.2), seaborn
(0.9.1), scipy (1.2.3) and matplotlib (2.2.5).

RESULTS AND DISCUSSION

Models

Naive Bayes

The present diabetic dataset shows a Gaussian distribution
in maximum number of features (Figure 2), so Gaussian
Naive Bayes classifier was selected to construct the model.
The Naive Bayes model has accuracy of 81%, F1 score of 84%
and ROC of  81% (Table 1 and Figure 4). Recall of  96%
showed naive bayes model had produced less of false
negatives, but has high false positive rates with precision of
74%. The misclassification rate was high with 18.7%
(Table 1).  Though there was no overfitting of  data, the model
evaluation parameters were not satisfactory to classify diabetic
or non-diabetic for the given risk features (Figure 5).

Logistic Regression

Performance of logistic regression model was better than
Naive Bayes classifier as the accuracy, F1 score, ROC were 92
and recall was 97% (Table 1 and Fig 4). The misclassification
rate was less with 8.4% in compared to naive bayes classifier,
no overfitting, it has set back of low precision of 87%
(Figure 5).

Support Vector Machine

Support vector machine classifier has misclassification rate of
8.1%, which was slightly less than logistic regression

misclassification rate. The accuracy, F1 score and ROC of  92%,
with dis-satisfaction in high false positive rates showed
precision of  87% (Table 1 and Figure 4). Support vector
machine showed no evidence of overfitting in this model,
but still this performance does not support to prove these
epidemiological risk factors causes diabetes in Mizoram
population (Figure 5).

Multi-layer Perceptron

The MLP model was built using 11 input layer, three hidden
layers and one output neural network layers. The number of
neurons in three hidden layers was 25, 12, and 6 respectively.
Rectified Linear Unit (ReLU) was used as activation function,
‘adam’ for the weight optimization, initial learning rate was
0.0011, momentum was 0.99, and batch size was 35. These
hyper parameters were optimized to achieve the highest
accuracy of 96%, F1 score of 95%, precision of 93%, recall of
98%, ROC of  95% and misclassification rate of  4.54% (Table
1 and Fig 4). The training accuracy of 98% and testing accuracy
of 96% clearly showed there was not overfitting of data in
MLP model (Fig 5.). Compared to support vector machine,
logistic regression and naïve bayes models, MLP model had
scored high satisfactory results in terms of best accuracy and
low misclassification rate (Table 1 and Figure 4).

Random Forest

Random forest classifier had clearly shown overfitting of data
as the training accuracy was higher than testing accuracy (Figure
5). This model had memorized the data points thereby the
evaluation parameters had not been further considered for
comparison. We need more data to feed the model, which
can significantly overcome overfitting.

Comparison of MLP Models

To compare the performance of  the proposed MLP model,
the latest five models which had used MLP to classify diabetes
dataset (T2DM) were considered. These five MLP models

Figure 3: Preparation of  Diabetic Data by Replacing Outliers and Missing Value and Evaluating the Models
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Table 1: Evaluation Metrics of  Four Classifiers

Models Model Performance Parameters

Accuracy% F1 Score% Precision% Recall% Mis-classification Rate % ROC%

Multi-layer Perceptron 96 95 93 98 4.5 95

Support Vector Machine 92 92 87 98 8.1 92

Logistic Regression 92 92 87 97 8.4 92

Naive Bayes 81 84 74 96 18.7 81

Figure 4: ROC Curve of  Four Models

had used both public and private datasets. Jahangir et al
(Jahangir, 2017), Mohapatra et al (Mohapatra, 2019), and
Mishra et al (Mishra, 2020) had produced F1 score of 87%,
84% and 87%, respectively using Pima Indian Diabetes
dataset, but our proposed model had produced higher F1
score of 95% in Mizoram population.  Our MLP model has
high accuracy of 96% in Mizo urban population when
compared Xiong et al has accuracy of 87% in Chinese
population [14]. Multi-layer perceptron neural network
(MLPNN) model has an average performance with metrics:
accuracy, f1 score and precision of  82% each when compared
to our proposed model (Verma, 2020). The proposed model
has highest precision of 93% when compared to all other
MLP models, this clearly showed the proposed model has
very low misclassification error and false positive rates (Table
2). In terms of accuracy Enhanced and Adaptive-Genetic

Algorithm-Multilayer Perceptron (EAGA-MLP) has accuracy
of 98%, which was mildly elevated accuracy than the proposed
model. But EAGA-MLP model has low precision and F1
scores as compared to our MLP model (Table 2).

Age, sex, meat intake, saum, smoked meat, salt intake,
smoking, sadha, tuibur, chewing paan and alcohol were
significant epidemiological risk factors which cause diabetes
in Mizo ethnic population. These factors can be unique for
different populations and needs to be integrated with genetic
changes to understand the main and confounding factors for
T2DM (Lalrohlui, 2020). This was well-evidently shown using
the proposed MLP model which has highest accuracy of 96%
and the lowest misclassification rate of  4.5% (Table 1). Overall,
the proposed model ensures that these epidemiological risk
factors can be avoided for future management and prevention
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of T2DM. It has a great potential to improve the
understanding of factors those were etiological factors to cause
T2DM.

CONCLUSION AND FURTHER STUDY

This study had aimed to find the best supervised machine
learning algorithm for prediction of T2DM using
epidemiological risk factors from Mizoram Urban population.
The results showed that proposed MLP classifier has
maximum ROC of 95%, and accuracy of 96% with low
misclassification rates among logistic regression, naive bayes
and support vector machine classifiers. This extracted
knowledge will aid in early detection and diagnosis of T2DM,
as the risk factors were truly invasive. In India, the race/ethnicity
play a major role in T2DM including the lifestyle and dietary
risk factors. For better understanding of these risk factors, we
further need to identify the driving and confounding factors
for causing T2DM in Mizo ethnicity.

Table 2: MLP model performance of  existing state-of-art

S.No. Models Dataset Accuracy Precision F1 score

1. AutoMLP [22] Pima Indian Diabetes dataset 89% 86% 87%

2. MLP [14] Chinese Urban Population 87% - -

3. MLP [23] Pima Indian Diabetes dataset 78% 83% 84%

4. EAGA-MLP [24] Pima Indian Diabetes dataset 98% 80% 87%

5. MLPNN [25] UCI repository 82% 82% 82%

6. Proposed MLP Mizoram Urban population 96% 93% 95%

Figure 5: Train Vs Test Accuracy of  Five Models
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