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Abstract 

Emotions are the best way for people to communicate their thoughts and actions to others. 

The most important technology in the world today is the ability to recognize emotions from 

a single speaker's voice. The ability to recognize emotions is very useful in gaining various 

insightful insights into a person's thoughts. The process of extracting emotions from human 

speech is called Speech Emotion Recognition (SER). We used the RAVDESS (Ryerson Audio-

Visual Database of Emotional Speech and Song) dataset to extract emotions from Speech. 

Emotions are extracted from speech based on speech parameters such as Mel-Frequency-

Cepstral -Coefficients (MFCC) and Mel Spectrogram. After training with a Multilayer 

Perceptron classifier (MLP), the obtained data had an accuracy of 68.33% and accuracy of 

80.64% after training with Convolutional Neural Networks Long Short Term Memory (CNN 

LSTM). 
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Introduction 

Speech emotion recognition is one of the fastest growing research  topics in the world of 

computer science. Emotions are the mediums used to describe how a person is feeling and 

their state of mind. Emotions play an important role in sensitive professions such as 

surgeons, military commanders, and many other professions that require you to keep your 

emotions in check. There are multiple ways the expresses human emotions, including 

posture, facial expressions, and voice. Out of these,  speech very important for emotional 

expression. To communicate effectively with people, the system needs to understand the 

emotion of speech. Many machine learning algorithms are developed and tested to classify 

the emotions. The vital part of speech emotion recognition is Feature extraction. Feature 

equality directly affects the accuracy of the classification results. Predicting  emotions  is a 

difficult task.  This work is carried out to recognize  the  emotions  in the given  audio 

samples. We plan to use MLP and CNN LSTM to recognize emotions. We compare the two 
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classifiers. CNN LSTM consistently and efficiently predicts the emotion of speech input 

compared to MLP. 

 

Literature Survey 

[1]Peipei Shen et al provided an automatic Speech Emotion recognition using support 

Vector machine and accomplished an accuracy of 66.02%. [2]Seyedmahdad Mirsamadi et al 

proposed automatic Speech Emotion recognition using Recurrent Neural Networks with 

nearby interest and acquired an accuracy of 63.5%. [3]Puneet Kumar et al presented 

multimodal Speech Emotion recognition to identify 4 feelings from speech using Gated 

Recurrent devices(GRU) and Bidirectional Encoder Representations from 

Transformers(BERT) and achieved an accuracy of 71%. [4]Chi-Chun Lee et al proposed 

Emotion recognition the usage of a Hierarchical Binary decision Tree approach to recognize 

four feelings from speech which obtains development over the SVM baseline.[5]Mao Li et al 

presented Contrastive Unsupervised learning for Speech Emotion recognition to recognize 

only two emotions like anger and sadness using Contrastive Predictive Coding (CPC). 

Problem Identification 

Recognizing emotions from speech is a rapidly growing field of research that aims to develop 

automatic systems capable of detecting and interpreting emotional states from speech 

signals. While recent advances in machine learning led to significant improvements in SER 

performance, there are still several challenges that need to be addressed to make these 

systems more accurate and efficient. 

 

Some of the specific challenges associated with speech emotion recognition include dealing 

with the changes in emotional expression across different speakers, accounting for the 

influence of background noise on speech signals, and addressing issues related to data 

quality . 

 

Furthermore, there is also a need to develop robust and interpretable models that can 

generalize well across different contexts and be easily integrated into practical applications, 

such as automated customer service systems, mental health support platforms, and virtual 

assistants. This project is aimed at developing a system that can accurately recognize the 

emotional state of a speaker based on their speech signal. [21-29] 

 

Methodology 

The models MLP and CNN LSTM are used to recognize emotions from speech using the 

RAVDESS dataset. RAVDESS dataset consists of 2800 speech files collected from 24 actors 

numbered from 01 to 24.Out of 24 actors there are 12 male actors represented with odd 

numbers and 12 Female actors represented with even numbers. Our model is trained using 
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audio-only data because our main goal is to recognize emotions in speech. All 24 actors 

vocalize two predetermined statements for each of the eight emotions repeated twice for 

each sentence except the "neutral" emotion, which has only normal intensity. There are two 

levels of intensity for all emotions i.e., normal and strong. The labels for the emotions are 

represented with the numbers 01 to 08. 

The Key features of the audio data are extracted using MFCC (Mel Frequency Cepstral 

Coefficients) and Mel Spectrogram. MFCC is an important feature extraction technique used 

when using audio datasets. Mel scale is a scale that relates the perceived frequency of a 

tone to the real measured frequency. It scales the frequency so that you can fit greater 

carefully what the human ear can hear. Mel Spectrogram is obtained by applying a fast 

Fourier transform on overlapping segments of the signal, and spectrogram is visual way of 

representation of signal strength and also used to display the frequency of sound waves. A 

Mel Spectrogram is displayed in Fig 1. 

 

Fig1: Mel Spectrogram for female_happy 

 

A Multi Layer Perceptron consists of three types of layers. They are input layer, hidden layer 

and output layer. The initial data is received by the input layer and then multiplied with 

weights to create the hidden layer. Nonlinear data is learned by the model through 

activation functions in this layer. The hidden layers continue to process the calculation 

until the final output layer. The activation function utilized for our application is the 

rectified linear unit activation function. The hidden layer is not directly exposed to the 

input. The output layer produces a value or vector in the required format for the problem. 

CNN LSTM, is an LSTM structure that is tailored to solving sequence prediction challenges. 

To create a CNN LSTM, CNN layers are incorporated at the beginning, then LSTM layers are 

added, and finished with a dense layer on the output. The model can be thought of as 
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having two distinct components: the CNN Model, which performs feature extraction, and 

the LSTM Model, which analyzes the extracted features. The CNN layers extract features 

from the input data, while LSTMs handle sequence prediction. 

Implementation 

To implement Speech Emotion Recognition using MLP and CNN LSTM the default split ratio 

is used to split the dataset into training and testing datasets i.e., 70% for training dataset 

and 30% for testing dataset. For Exploratory Data Analysis MFCC and Mel Spectrogram are 

used. The count of emotions for each category is shown in Fig2. 

 

Fig 2: Count of Emotions 

Data augmentation is performed by adding small disturbance on our initial training 

dataset. Polymerized data for audio, is generated by applying different data augmentation 

techniques. The goal is to make our model insensitive to such disruption and improve its 

generalizability. To make this work, the disturbance must have the same label as the 

original training sample. The features are cepstral coefficients from zeroth order coefficient 

to thirteenth order coefficient followed by delta of the coefficients until delta of fifth order 

coefficient which are 20 in number and are extracted into into a csv file.  

MLP is implemented with a hidden layer consisting of 2300 neurons and obtained an 

accuracy of 68.33% on the testing dataset. CNN LSTM is implemented by using three one 

dimensional convolutional layers each accompanied with a batch normalization layer and a 

max pooling layer. The activation function used for all the convolutional  layers is Rectified 

Linear Unit. There are two LSTM layers followed by three dense layers. Finally there is a 

fully connected layer at the end.  Softmax function is also used. 
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Results & Conclusion 

The emotions from speech are classified into 16 classes out of which 8 classes are female 

emotions and 8 classes are male emotions as listed in Fig 4.  

 

MLP achieved an accuracy of 68.33% on the training dataset and CNN LSTM achieved an 

accuracy of 80.64%. The confusion matrix and performance metrics of CNN LSTM are 

represented in Fig3 and Fig4. 

 

Fig3: Confusion Matrix for CNN LSTM 

 

Fig4: Performance Metrics for CNN LSTM 
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The performance of Multi-Layer Perceptron (MLP) and Convolutional Neural Network Long 

Short-Term Memory (CNN LSTM) models are compared for speech emotion recognition. Our 

experiments showed that the CNN LSTM model works better than the MLP model, achieving 

a higher accuracy rate and demonstrating its superiority in processing sequential data. 

The results of our study conclude that the CNN LSTM model is a promising approach for 

speech emotion recognition tasks. 

 

Limitations & Future Scope 

MLP and CNN LSTM models can detect emotion based on the acoustic features of speech, 

but do not consider contextual information, which is important for understanding emotion. 

For example,  sarcasm can be difficult to detect with these models because they need to 

understand the context. Including facial expressions and gestures can provide additional 

cues for emotion detection. Combining information from  voice, facial expressions, and 

physiological cues, can enhance the accuracy of emotion detection in real-world scenarios.  
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