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Abstract—Fake currency detection involves determining whether a given currency sample is genuine or counterfeit. 
Counterfeiting poses a serious threat to financial systems worldwide, prompting the need for advanced detection methods. This 
study introduces a novel approach to identifying counterfeit currency through the application of Convolutional Neural Networks 
(CNNs). CNNs are specialized computer programs that excel at learning from images, making them ideal for distinguishing 
between genuine and fake banknotes. By training the CNN model with a diverse dataset containing images of both authentic and 
counterfeit currency, we can equip it with the ability to accurately classify banknotes based on subtle visual cues. 

The research showcases the effectiveness of CNN deep learning in detecting fake currency, highlighting its potential to 
enhance security measures within financial institutions. By automating the process of counterfeit detection, this technology can 
significantly reduce the risk of fraudulent activities and bolster trust in monetary transactions. The results of this study 
demonstrate the promising role of CNNs in safeguarding economies against counterfeit threats, underscoring the importance of 
leveraging advanced technologies for ensuring the integrity of financial systems. 

 

1. INTRODUCTION 
 

Counterfeiting of currency is a significant issue that poses serious threats to financial systems and economies worldwide. 

Detecting fake currency accurately and efficiently is crucial to maintaining the integrity of monetary transactions and preventing 

economic disruptions.In recent years, advancements in deep learning, particularly Convolutional Neural Networks (CNNs), 

have shown remarkable potential in various image recognition tasks, including counterfeit currency detection.This paper aims to 

explore the application of CNN deep learning techniques for the detection of fake currency. By leveraging the power of CNNs, 

which are adept at learning hierarchical features from images, we seek to develop a robust and reliable system for identifying 

counterfeit banknotes. The use of CNNs allows for automatic feature extraction and pattern recognition,enabling the model to 

distinguish subtle differences between genuine and fake currency notes.In this study, we will delve into the architecture of 

CNNs, the process of training and fine-tuning the model using a dataset of authentic and counterfeit currency images, and the 

evaluation of the model's performance in terms of accuracy, precision, and recall. By harnessing the capabilities of deep 

learning, we aim to contribute to the advancement of counterfeit detection technology and enhance the security measures 

employed in financial institutions and businesses.Through this research, we hope to provide valuableinsights into the 

effectiveness of CNN deep learning for fake currency detection and offer practical recommendations for implementing such 

systems in real-world scenarios. By addressing the challenge of counterfeit currency through innovative technological solutions, 

we aim to bolster trust in financial transactions and safeguard economies against illicit activities. 

Commonly Used Security Features to Detect Fake Notes 

Number Panel: A number panel typically refers to the section of a banknote where numerical values are prominently displayed, 

often with specific design features or security elements integrated to prevent counterfeiting. 

Bleed Lines: These are fine lines or patterns printed on currency notes using specialized inks. They're designed to bleed into 

adjacent areas if an attempt is made to alter or reproduce the note, thus making counterfeits easier to identify. 

See-Through Register: This feature involves intricate designs or images that are printed on both sides of the banknote but are 

aligned in such a way that they create a complete image when held up to the light. This feature is difficult to replicate and aids 

in authentication. 
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Latent Image:A latent image is a concealed image embedded within a surface, which becomes visible only when observed 

from particular angles or under specific lighting conditions. This security measure is frequently employed in currency notes to 

prevent counterfeiting attempts, as it adds an additional layer of complexity for counterfeiters to replicate accurately. 

Security Thread: A security thread is a thin, embedded strip within the banknote that contains various security features such as 

microprinting, holographic elements, or magnetic properties. It's integrated into the paper during the manufacturing process and 

is extremely difficult to replicate. 

Iridescent/Metallic (I.M.) Ink: Iridescent or metallic ink is used to create shimmering effects on certain parts of the banknote, 

typically denominational symbols or emblems. This ink adds an additional layer of complexity to counterfeiting attempts and 

enhances the note's visual appeal. 

Watermark: A watermark is an embedded image or pattern in the paper itself, visible when held up to the light. It's a classic 

security feature found in many banknotes and is challenging to replicate without specialized equipment. 

Micro Lettering: Micro lettering involves the printing of tiny text or numbers, often not visible to the naked eye without 

magnification. It's commonly used in various locations on banknotes and serves as a deterrent to counterfeiters. 

Intaglio Printing: Intaglio printing is a high-quality printing technique that results in raised ink on the surface of the banknote. 

This method creates intricate designs and fine details that are difficult to reproduce with standard printing methods, thus 

enhancing the note's security.  

 

2. LITERATURE SURVEY 

 

 Gouri Sanjay et al. (2018),proposed the challenge of combating counterfeiters due to their sophisticated technology. To 

address this, using user-friendly and effective counterfeit detection software can be a key solution. Our project focuses on 

identifying Indian currency notes in real-time through a webcam image. The core concept revolves around using image 

processing technology to authenticate genuine currency notes. The software works by analyzing note features to distinguish 

between real and fake currency, aiding in the fight against counterfeit activities. 

 Sumeet Shahaniet et al. (2018), introduced machine learning methods to verify the authenticity of banknotes. They 

utilized supervised learning techniques like Backpropagation Neural Network (BPN) and Support Vector Machine (SVM) to 

distinguish real banknotes from counterfeit ones. The research also compared the effectiveness of these algorithms in 

classifying banknotes. 

 KaranChauhan et al. (2018), emphasized the inspiration drawn from the human brain in developing deep learning 

technology. Deep learning involves artificial neural networks that autonomously analyze extensive datasets to uncover 

inherent patterns without human involvement. This technology excels in identifying patterns within unstructured data like 

images, sound, video, and text. Particularly, Convolutional Neural Networks (CNNs) have gained significant popularity for 

image classification tasks in deep learning, outperforming human performance on various image datasets.  

Achal Kamble et al. (2018), introduced a fresh method to spot fake Indian currency by analyzing their images. They 

represented currency images in a dissimilarity space, a kind of space created by comparing the image with a group of 

examples. Each aspect of this space shows how different an image is from a specific example. To measure the difference 

between two images, they first located and described the local key features on each image. By focusing on the currency's 

characteristics, they efficiently identified matching key features between the images. 

 

Sandeep Kumar et al. (2017), proposed a method that  focused on Object Recognition, a technology within computer vision 

known for its complexity. They introduced a new model, Easynet, which stands out for its speed and reliability. Unlike other 

models, Easynet examines the entire image during testing, allowing it to make predictions based on the overall context. This 

model assesses the likelihood of objects belonging to specific categories in real-time with a single network evaluation. 
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P. Julia Grace et al. (2016), proposed a method for identifying paper currency that involves various steps like edge detection, 

feature extraction, and image comparison. They conducted a literature review on different techniques for detecting counterfeit 

currency, focusing on Fake Indian Currency identification methods to combat fraudulent practices. 

 

Rashmi C et al. (2016), introduced an algorithm for ATM machines that uses image processing to recognize currency note 

numbers in real-time. With the rise of fake currency issues from ATMs, this algorithm aims to help customers by automatically 

recording and storing the currency note numbers when they withdraw money. This system can assist customers in recovering 

their money by providing a record of the withdrawn notes, potentially reducing losses due to counterfeit currency. 

 

Komal Vora et al. (2015), presented an algorithm that focuses on extracting features from the frequency domain to detect 

currency. This method effectively uses specific features within a currency image to identify it accurately. 

 

Megha Thakur et al. (2014), discussed different techniques for detecting fake currency. Fake currency refers to unauthorized 

money made without government approval, which is considered fraudulent. They reviewed various systems designed to detect 

counterfeit money, each using unique methods and algorithms. This study aims to inform readers about the diverse approaches 

and algorithms employed in fake currency detection systems. 

 

3. PROBLEM STATEMENT 

 

The problem statement is to create a deep learning-based system that accurately detects fake currency, addressing challenges 

like dataset diversity, imbalanced data, and evolving counterfeit strategies. 

 

Deep learning offers a powerful solution to this problem by enabling the development of robust counterfeit detection systems. 

By exposing deep neural networks to a dataset containing both real and fake currency images, these systems can learn to discern 

intricate details and characteristics specific to genuine banknotes. Through this training process, the neural networks develop the 

ability to differentiate between authentic bills and counterfeits by identifying subtle cues and patterns that are indicative of 

genuine currency. Leveraging convolutional neural networks (CNNs) researchers can design sophisticated models capable of 

accurately identifying fake currency. The trained model can be deployed in real-world scenarios. Additionally, continuous 

updates and improvements to the model can ensure its effectiveness against evolving counterfeit techniques. By harnessing the 

power of deep learning, we can enhance the security of our financial systems and protect against fraudulent activities. 

 

Drawbacks of Existing System: 

 

Limited Accuracy: Traditional methods may not always accurately distinguish between genuine and counterfeit currency, 

especially with increasingly sophisticated counterfeit techniques. 

Time-consuming: Some traditional methods require manual inspections, which can be time-consuming and prone to errors. 

Limited Scalability: Traditional systems may not be easily scalable to handle large volumes of currency, such as those 

encountered in banking or retail environments. 

 

4. PROPOSED METHDOLOGY 

Dataset: 

Collecting a diverse dataset of images of both genuine and counterfeit banknotes from Kaggle. 

 

Preprocessing: 

 Preprocessing serves as the foundational stage in machine learning or deep learning endeavors. When applied to the 

task of detecting counterfeit currency using deep learning, preprocessing entails readying the input data, which consists of 

images depicting currency notes, for subsequent analysis. This may include steps such as: 

Resizing: Standardize the size of currency images to a consistent resolution. This ensures that the CNN model receives 

inputs of uniform dimensions, which is essential for training. 

Normalization: Normalizing pixel values involves adjusting them to a standardized scale, usually ranging between 0 

and 1. This process aids in expediting the convergence of the training phase while also mitigating the model's 
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susceptibility to variations in pixel intensity across diverse images. By scaling pixel values to a common range, the 

deep learning model can learn more efficiently and effectively discern patterns within the data, thereby improving the 

overall performance of the counterfeit currency detection system. 

Noise Reduction: Apply techniques like blurring or denoising to reduce noise or irrelevant information in the images. 

Noise reduction techniques can enhance the clarity of currency features and improve model accuracy. 

Colour Space Conversion: Convert images to appropriate colour spaces (e.g., grayscale or RGB) based on the 

requirements of the CNN model. This simplifies image representation and reduces computational complexity. 

 

Segmentation: 

 Segmentation involves dividing the currency images into meaningful regions. In the context of currency detection, 

segmentation is essential for isolating the currency notes from the background and separating different elements (e.g., text, 

symbols, patterns) present on the notes. Common techniques used for segmentation in currency detection include: 

Thresholding: Thresholding techniques are employed to binarize the image based on pixel intensity values, separating 

foreground (currency) from background. Techniques like Otsu's method or adaptive thresholding can be used. 

Edge Detection: Edge detection algorithms such as Canny edge detection or Sobel operator can help in identifying 

boundaries between different regions in the currency images. 

Contour Detection: Detect contours or outlines of currency notes using techniques like contour detection algorithms 

(e.g., OpenCV findContours) to delineate regions of interest. 

Morphological Operations: Perform morphological operations like erosion, dilation, opening, or closing to refine and 

manipulate segmented regions for better detection and extraction. 

 

 

Figure 1. Flow Diagram 

 

Feature Extraction: 

Feature Extraction: Feature extraction involves identifying and extracting relevant information or characteristics from the 

segmented currency images that can be used to distinguish between real and fake currency notes.  

 

Texture Features: Statistical measures of texture patterns such as co-occurrence matrices, local binary patterns (LBP), 

or Gabor filters can capture intrinsic texture properties of currency notes. 

Edge Features: Features derived from edge information such as edge histograms, edge orientation histograms, or 

gradient magnitude histograms can capture the shape and structure of currency elements. 

Colour Features: Histogram-based features representing colour distribution in different colour channels (e.g., RGB, 

HSV) can capture colour variations and patterns in currency notes. 

Shape Features: Geometric features such as aspect ratio, area, perimeter, or convexity can characterize the shape and 

structure of currency objects. 

 



IJFANS INTERNATIONAL JOURNAL OF FOOD AND NUTRITIONAL SCIENCES 
ISSN PRINT 2319 1775 Online 2320 7876 

Research Paper           © 2012 IJFANS. All Rights Reserved, Journal Volume 13, Iss  03, 2024 

 

113 
 

 

 

 

Classification: 

 

 Classification is the final step where the extracted features are used to classify currency images as real or fake. This 

step involves training a CNN model to learn discriminative patterns from the feature representations and make predictions. 

Common steps in classification include: 

 

Real Currency: 

Train the CNN model using labeled images of real currency notes. 

Feed the extracted features into the CNN model and optimize its parameters using techniques like backpropagation and 

gradient descent. 

Evaluate the trained model on a separate validation. 

Fake Currency: 

Similarly, train the CNN model using labeled images of fake currency notes. 

Follow the same steps of feature extraction, model training, and evaluation to build a classifier for detecting fake 

currency. 

Compare the model's predictions with ground truth labels to measure its accuracy, precision, recall, and other 

performance metrics. 

Fine-tune the model and optimize hyperparameters to improve its detection accuracy and robustness. 

 

 

5. EXPERIMENTAL ANALYSIS 

 
The experimental analysis for fake currency detection using a deep learning CNN model aims to develop a robust system, such 

as Deep money, to differentiate between genuine and counterfeit banknotes. This system utilizes advanced machine learning 

techniques to enhance security measures in financial transactions. 

 

Results: 

The experimental analysis aims to demonstrate the effectiveness of the Deep money system in accurately detecting counterfeit 

banknotes. Results will showcase the system's ability to differentiate between genuine and fake currency with high precision 

and recall rates. 

 

Conclusion: 

By leveraging deep learning techniques like CNNs, the experimental analysis for fake currency detection offers a promising 

solution to enhance security in financial transactions. The proposed system, Deep money, showcases the potential of machine 

learning in combating financial fraud and ensuring the integrity of monetary systems. 

In conclusion, the experimental analysis for fake currency detection using a deep learning CNN model presents a cutting-edge 

approach to address the critical issue of identifying counterfeit banknotes, contributing to improved security measures in 

financial systems. 

 

6. CONCLUSION 

 
While fake currency detection using deep learning shows promise, challenges such as the need for diverse datasets, imbalanced 

data, resource intensity, and interpretability must be addressed.  

 

We implemented fake currencydetection system using CNN techniques which solves existing accuracy problem as well as 

reduce crime rates by genuine or fake notes. We get the 96.75% accuracy on 100 epochs.By leveraging rich datasets and 

advanced algorithms, we aim to accurately differentiate between genuine and fake notes. For future improvements, we aim to 

broaden the system's scope by including more types of currencies and enhancing the dataset with additional diverse 

samples.which will enhance accuracy even more. This approach not only improves detection accuracy but also contributes to 

reducing counterfeit currency-related crimes. 
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