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ABSTRACT  

Euler method and Runge-Kutta methods are discussed in this paper. Our aim is to find the best iterative numerical method 

between the Euler method and the Runge-kutta method for determining the solution of an initial value problem of an 

ordinary differential equation. Therefore, we have taken one initial value problem and found out the exact solution [8]. Later 

we find the approximate solution of the problem using the above-mentioned methods [12]. The approximate solution 

obtained for the problem is compared with the exact solution. The graphs consist of exact solutions and approximate 

solutions are drawn for each method for better investigation of the results.  

KEYWORDS: Euler method, Runge-kutta method, initial value problem, ordinary differential equation. 

INTRODUCTION 

Numerical Analysis is one of the pretty branches of mathematics where we mostly discuss the approximate solution of a 

problem using many methods and techniques. But when we find the approximate solution to a problem using any numerical 

methods, errors always occur. That’s why analysis of the numerical methods is a very difficult mathematical scheme by 

means of approximations. Two of numerical iterative methods are the Euler method and the Runge-Kutta method [11]. 

One of the simplest and oldest iterative methods, Euler method was discovered by a Swiss mathematician Leonhard 

Euler (1707-1783). This method was first found in the book “Institutionum Calculi Integrals” which was written by 

Leonhard Euler and the book was published in 1768-1770. The process of the Euler method is very slow [Sastry, 2013]. We 

need to take very small values of ℎ for a better accuracy and that’s why this method is less efficient in practical problems 

[Sastry, 2013]. This method can be used to find the approximate solution for first-order ordinary differential equations 

[9][13]. 

Runge-kutta method was discovered by German mathematicians Carl Runge (1856-1927) and Wilhelm Kutta 

(1867-1944) around 1900. This method has four orders first, second, third, and fourth. The Runge-Kutta method [9] of first-

order is nothing but the Euler method. This method can also used to determine the approximate solution of an initial value 

problem of the ordinary differential equation [10]. 

EULER METHOD  

Let us assume the problem 𝑦′ = 𝑓(𝑥, 𝑦), 𝑦(𝑥0) = 𝑦0.[Logan, 2011; Sastry, 2023]. Let (𝑥𝑛+1, 𝑦𝑛+1) be the approximation 

obtained in the 𝑛𝑡ℎ iteration. “We want to find the value of  𝑦𝑛 at 𝑥 = 𝑥𝑛, where 𝑥𝑛 = 𝑥0 + 𝑛𝑠, where 𝑠 = 0,1,2,3, … , (𝑛 −

1). “[1][3] 

We assume that 𝑓(𝑥, 𝑦) ≈ 𝑓(𝑥0, 𝑦0) in  𝑥0 ≤ 𝑥 ≤ 𝑥1 [Rao,2006]. 
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 Integrating equation (1), we get, 

 ∫ 𝑑𝑦 = ∫ 𝑓(𝑥, 𝑦)𝑑𝑥
𝑥1

𝑥0

𝑥1

𝑥0
 

 𝑦(𝑥1) − 𝑦(𝑥0) ≈  ∫ 𝑓(𝑥0, 𝑦0)𝑑𝑥
𝑥1

𝑥0
 [Replace 𝑓(𝑥, 𝑦) by 𝑓(𝑥0, 𝑦0)] 

 𝑦1 − 𝑦0 ≈  𝑓(𝑥0, 𝑦0) ∫ 𝑑𝑥
𝑥1

𝑥0
 [We assume 𝑦(𝑥𝑛) = 𝑦𝑛] 

 𝑦1 ≈ 𝑦0 +  𝑓(𝑥0, 𝑦0)(𝑥1 − 𝑥0) [Rao, 2006] 

 𝑦1 ≈ 𝑦0 +  𝑠 𝑓(𝑥0, 𝑦0) [Since each sub-interval is of length s], [1][3] 

Similarly, by assuming that 𝑓(𝑥, 𝑦) ≈ 𝑓(𝑥1, 𝑦1) in  𝑥1 ≤ 𝑥 ≤ 𝑥2, we get, 

  𝑦2 ≈ 𝑦1 +  𝑠 𝑓(𝑥1, 𝑦1) 

“By proceeding in this way, we can conclude that 

  𝑦𝑛+1 ≈ 𝑦𝑛 +  𝑠 𝑓(𝑥𝑛, 𝑦𝑛) , 𝑛 = 0,1,2,3, … “[1] 

See the books [1][2] 

SECOND-ORDER RUNGE-KUTTA METHOD  

See the books [Issacson & Keller, 1966; Scheid, 1988; Sastry, 2013]] 

ANALOGY BETWEEN TWO METHODS  

Let’s take 𝑦 ′ =  𝑥 + 𝑦,  𝑦(0)  =  1 and we want to determine the value of 𝑦(0.8)[1]. 

The given equation can be written as   𝑦′ − 𝑦 =  𝑥, which is nothing but a first order first degree ordinary linear 

differential equation. Therefore, integrating factor = 𝑒∫(−1)𝑑𝑥  = 𝑒−𝑥 

Therefore, the solution is,   

                𝑦. (I. F. ) = ∫ x. (I. F. )dx + 𝐶 

  𝑦. 𝑒−𝑥 =  ∫ 𝑥. 𝑒−𝑥𝑑𝑥 + 𝐶 

  𝑦. 𝑒−𝑥 =  −𝑥𝑒−𝑥 − 𝑒−𝑥 + 𝐶 

  𝑦(𝑥) =  −𝑥 − 1 + 𝐶𝑒𝑥 

 𝑦(0) = 1, so 1 = −1 + 𝐶  𝐶 = 2 

 Therefore 𝑦(𝑥) =  −𝑥 − 1 + 2𝑒𝑥 

 So 𝑦(0.8) = 2𝑒0.8 − 1.8 = 2.651081 

C-program for Euler method: 

“# 𝑖𝑛𝑐𝑙𝑢𝑑𝑒 < 𝑠𝑡𝑑𝑖𝑜. ℎ > 

   # 𝑖𝑛𝑐𝑙𝑢𝑑𝑒 < 𝑐𝑜𝑛𝑖𝑜. ℎ >  

  # 𝑖𝑛𝑐𝑙𝑢𝑑𝑒 < 𝑚𝑎𝑡ℎ. ℎ > 
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  # 𝑑𝑒𝑓𝑖𝑛𝑒 𝑓(𝑥, 𝑦)  𝑥 + 𝑦 

  𝑖𝑛𝑡 𝑚𝑎𝑖𝑛( ) 

  { 

        𝑓𝑙𝑜𝑎𝑡 𝑥0, 𝑦0, 𝑥𝑛 , 𝑦𝑛, 𝑠; 

        𝑖𝑛𝑡 𝑖, 𝑛; 

        𝑐𝑙𝑟𝑠𝑐𝑟( ); 

        𝑝𝑟𝑖𝑛𝑡𝑓(“𝐸𝑛𝑡𝑒𝑟 𝑥0, 𝑦0, 𝑥𝑛, 𝑛"); 

        𝑠𝑐𝑎𝑛𝑓(“%𝑓  %𝑓  %𝑓  %𝑑”,  &𝑥0, &𝑦0, &𝑥𝑛, &𝑛); 

        𝑠 =
𝑥𝑛−𝑥0

𝑛
 

        𝑝𝑟𝑖𝑛𝑡𝑓(“\𝑛𝑥0\𝑡𝑦0\𝑡𝑦𝑛\𝑛"); 

       𝑓𝑜𝑟(𝑖 = 0; 𝑖 < 𝑛; 𝑖 + +) 

       { 

   𝑦𝑛 = 𝑦0 + 𝑠 ∗ 𝑓(𝑥0, 𝑦0); 

     𝑝𝑟𝑖𝑛𝑡𝑓(“%. 6𝑓 \𝑡%. 6𝑓 \𝑡%. 6𝑓\𝑛”, 𝑥0, 𝑦0, 𝑦𝑛); 

   𝑦0 = 𝑦𝑛; 

      𝑥0 = 𝑥0 + 𝑠; 

       } 

      𝑔𝑒𝑡𝑐ℎ( ); 

     𝑟𝑒𝑡𝑢𝑟𝑛 0; 

  }” [4][5][6]     

OUTPUT: 

 𝑥0    𝑦0    𝑥𝑛     𝑛     0     1      1      10 

 𝑥0              𝑦0              𝑦𝑛 

 0           1.000000    1.100000 

 0.1     1.100000  1.220000 
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 0.2     1.220000  1.362000 

 0.3     1.362000  1.528200 

 0.4      1.528200  1.721020 

 0.5      1.721020  1.943122 

 0.6     1.943122  2.197434 

 0.7     2.197434  2.487178 

 0.8     2.487178  2.815895 

 0.9     2.815895  3.187485 

 1     3.187485    

Graph for Euler method:  
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The approximate value of 𝑦(0.8) = 2.487178 

Hence the error is  

  |𝐸𝑟𝑟𝑜𝑟|= |𝐸𝑥𝑎𝑐𝑡 𝑣𝑎𝑙𝑢𝑒 − 𝑎𝑝𝑝𝑟𝑜𝑥𝑖𝑚𝑎𝑡𝑒 𝑣𝑎𝑙𝑢𝑒| 

   ≈ |2.651081 − 2.487178| 

   ≈ 0.163903 

C-Program for Runge-Kutta Method  

“# 𝑖𝑛𝑐𝑙𝑢𝑑𝑒 < 𝑠𝑡𝑑𝑖𝑜. ℎ > 

   # 𝑖𝑛𝑐𝑙𝑢𝑑𝑒 < 𝑐𝑜𝑛𝑖𝑜. ℎ >  

  # 𝑖𝑛𝑐𝑙𝑢𝑑𝑒 < 𝑚𝑎𝑡ℎ. ℎ > 

  # 𝑑𝑒𝑓𝑖𝑛𝑒 𝑓(𝑥, 𝑦)  𝑥 + 𝑦 

  𝑖𝑛𝑡 𝑚𝑎𝑖𝑛( ) 

  { 

        𝑓𝑙𝑜𝑎𝑡 𝑥0, 𝑦0, 𝑥𝑛 , 𝑦𝑛, 𝑠, 𝐾1, 𝐾2, 𝐾; 

        𝑖𝑛𝑡 𝑖, 𝑛; 

        𝑐𝑙𝑟𝑠𝑐𝑟( ); 

        𝑝𝑟𝑖𝑛𝑡𝑓(“𝐸𝑛𝑡𝑒𝑟 𝑥0, 𝑦0, 𝑥𝑛, 𝑛"); 

        𝑠𝑐𝑎𝑛𝑓(“%𝑓  %𝑓  %𝑓  %𝑑”,  &𝑥0, &𝑦0, &𝑥𝑛, &𝑛); 

        𝑠 =
𝑥𝑛−𝑥0

𝑛
 

        𝑝𝑟𝑖𝑛𝑡𝑓(“\𝑛𝑥0\𝑡𝑦0\𝑡𝑦𝑛\𝑛"); 

       𝑓𝑜𝑟(𝑖 = 0; 𝑖 < 𝑛; 𝑖 + +) 

       { 

   𝐾1 = 𝑠 ∗ 𝑓(𝑥0, 𝑦0); 

   𝐾2 = 𝑠 ∗ 𝑓(𝑥0 + 𝑠, 𝑦0 + 𝐾1); 

   𝐾 =
𝐾1+𝐾2

2
; 

   𝑦𝑛 = 𝑦0 + 𝐾; 
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     𝑝𝑟𝑖𝑛𝑡𝑓(“%. 6𝑓 \𝑡%. 6𝑓 \𝑡%. 6𝑓\𝑛”, 𝑥0, 𝑦0, 𝑦𝑛); 

      𝑥0 = 𝑥0 + 𝑠; 

   𝑦0 = 𝑦𝑛; 

       } 

      𝑔𝑒𝑡𝑐ℎ( ); 

     𝑟𝑒𝑡𝑢𝑟𝑛 0;   

}” [4][5][6]     

OUTPUT: 

 𝑥0    𝑦0    𝑥𝑛     𝑛     0     1      1      10 

 𝑥0             𝑦0          𝑦𝑛 

 0           1.000000    1.110000 

 0.1     1.110000  1.242050 

 0.2     1.242050  1.398465 

 0.3     1.398465  1.581804 

 0.4      1.5281804  1.794894 

 0.5      1.794894  2.040857 

 0.6     2.040857  2.323147 

 0.7     2.323147  2.645578 

 0.8     2.645578  3.012364 

 0.9     3.012364  3.428162 

 1     3.428162    

Graph For Runge-Kutta Method  
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The approximate value of 𝑦(0.8) = 2.645578 

Hence the error is  

  |𝐸𝑟𝑟𝑜𝑟|= |𝐸𝑥𝑎𝑐𝑡 𝑣𝑎𝑙𝑢𝑒 − 𝑎𝑝𝑝𝑟𝑜𝑥𝑖𝑚𝑎𝑡𝑒 𝑣𝑎𝑙𝑢𝑒| 

   ≈ |2.651081 − 2.645578| 

   ≈ 0.005506 

CONCLUSION  

Euler method and Runge-Kutta method hold a very significant spot in numerical Analysis. We can find approximate solution 

using these methods [14]. The graphs have been drawn for each method showing the variation of exact solution and 

approximate solution obtained from c-programs of the respective methods. From the graph, it is clear that error is minimum 

in the second-order Runge-Kutta method and hence is the best method between them.  
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