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ABSTRACT 

Agricultural production is improving as a result of recent technological and scientific 

advances. In agriculture, identifying plant leaf diseases and improving plant leaf quality are 

critical. There are various laboratory procedures for identifying illnesses, but they are costly 

and time-consuming for farmers. Polymerase chain response, minimised food cultivation, 

pest control, and hyper spectral technologies are among them. Agriculture may produce more 

if machine learning (ML) technology is applied to generate unique, improved procedures and 

a wide range of systematic models. Researchers focused on how ML algorithms are presently 

used to diagnose leaf diseases to improve the accuracy of their findings. Each strategy has 

some potential and focuses on the direction that ML applications travel as well as agricultural 

challenges. The identification of leaf diseases is addressed in this paper utilising the Support 

Vector Machine and Random techniques. To supply farmers with more yield in less time and 

money, performance indicators such as the Root Mean Square Error (RMSE), the Maximum 

signal - to - interference Relation, the disease-affected part of the foliage by means of the 

Euclidian technique, and the efficiency of the outcomes are compared. 
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1. INTRODUCTION 

The agriculture sector's productivity in India is a crucial driver of the country's 

economic development. Agricultural output accounts for around 70% to 80% of Indian GDP 

[1]. Agriculture is the primary source of food for all governments, whether in developing or 

affluent nations. Agriculture is influenced by a variety of components that depend on water, 

air, temperature, and other environmental elements, such as bacteria, viruses, fungus, and 

non-biotics [2]. Crop damage may consequently result in a significant loss of production and, 

as a result, have an impact on the economy. The leaves of diverse plants will be the most 

crucial portion for early symptom description. A variety of diseases harm plants, causing 

considerable output losses and jeopardising human lives. We are employing human visual 

inspection with our unassisted eyes to discover prevalent plant illnesses that have 

considerably impacted performance [3]. This is one of the most popular and often utilised 

challenges currently. Farmers use visual inspection to detect leaf-based diseases because 

there is a maximum occurrence of error in approximately cases, but there are numerous 

laboratory-based methods for disease detection, such as polymerase chain reaction, reduction 

in food cultivation, pest organization, and spectral techniques, but they are time-consuming 

and expensive for farmers [4]. The majority of agricultural fields in Iraq are located in village 

areas, causing farmers to travel long distances in quest of information, which is another issue. 

Image processing is more efficient than employing specialists since it is more accurate, faster, 

cheaper, and requires less time. Crops must be screened for diseases from the beginning of 

their daily life cycle until they are harvested. Plant problems will first be discovered with the 

bare eye, which is a laborious and high occurrence of error in the method. Several approaches 

have been developed to replace manual plant disease detection as a result of technological 

improvements; these methods must be automated in order to identify plant diseases more 

rapidly. Machine learning technology is used to develop an automated system that learns on 

its own deprived of being noticeably programmed. It employs both supervised and 

unsupervised learning methods [5]. The Support Vector Machine (SVM) identifier, a 

controlled knowledge model, is used to create a hyperplane (decision boundary) for 

classification. To create predictions, supervised learning, a kind of machine learning 

approach, employs known datasets. Figure 1 depicts some common illnesses that harm 

leaves:  

The study discovered many manual methods for identifying infectious agents and 

diagnosing plant diseases. The older approach, which was discussed in literature, required 

more period and effort. The researcher also emphasised the position of automated agricultural 

technologies in increasing food output and improving accuracy [6]. Another study 

recommends a weed-control strategy that calls for applying less pesticide to the whole plant. 

The suggested approach thresholds or reduces the grey level in binary pictures by using 

Otsu's clustering algorithm. The suggested strategy increases food output while hastening 

weed clearance. 
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Fig. 1 Common disease in plant leaf 

In order to avoid crop damage, they suggested an approach in this research that 

concentrates on early-stage interpretation of insect detection in a leaf picture. Several 

techniques, including DBSCAN and NN models, have stood reported for early pest 

identification. Founded on the pest dataset, the total correctness obtained, which is used in 

studies, is roughly 96%. In another study, a knowledge base and classification-based plant 

disease detection system were presented. Using 799 example pictures, an SVM classifier 

correctly recognised the plant disease in the proposed method, which creates knowledge. 

Another research developed an automatic detection system and a segmentation approach to 

categorise leaf disorders. The effectiveness of several categorization approaches for 

diagnosing leaf diseases has been examined. In order to get the best results with the least 

amount of computational labour, the recommended technique categorised and recognised 

plant leaf diseases [7]. 

A coloured co-occurrence matrix is used to segment images, while another study offered a 

texture-based classification method that use statistics to identify leaf sickness. In order to get 

accurate findings, the texture-based parameters will be contrasted to values for typical leaf 

texture. Another study used image processing and feature-based extraction approaches to 

effectively gather colour information while using the k-means algorithm. Additionally, 
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system segmentation for the detection of leaf illness was controlled using deformable models 

[8]. 

In another study, segmentation and extraction were suggested for the early diagnosis of 

illness. Only a few ailments can be treated using the described method. A separate study 

suggests that k-means clustering might be used to locate an infected region on a plant leaf. 

Additionally, color-based segmentation is used to identify ill zones, and the experimental 

findings are based on temporal complexity [9]. 

A different study recommends using computer vision technology to identify and measure 

early-stage plant diseases. An innovative technique for identifying and categorising 

hazardous rice in input photos was developed by another study. The author recommended 

using the centred feeding technique to get reliable results while using k-means clustering as a 

segmentation strategy. SVM is implemented using multiclass models on categories including 

shape, colour, and texture. A new picture identification system was developed utilising 

multiple linear regressions in a distinct study. 

2. Methodology 

It is feasible to determine if a plant leaf-based input picture is healthy or ill by using the 

procedures shown in Figure 2. 

Figure 2's stages are described below: Inserting the photos is the first step. By submitting 

high-resolution sensor camera photographs in.jpeg format, users may find plant leaf datasets 

on the Kaggle website. After the first pre-processing step comes: The incoming picture 

datasets are reduced in size at this phase, making it simpler to extract features later. A 

Gaussian filter is used to decrease noise in the collected photographs, and scaling and other 

geometric adjustments are made to provide consistent picture dataset sizes. 
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Fig. 2 Flow diagram 

Segmentation comes as the third phase. The image segmentation stage translates the pre-

processed picture from RGB Color Space to L* a* b* Color Space using the K-Means 

clustering algorithm. The L*, a, and b* chromaticity layers make up the majority of the L*, 

luminosity layer. The RGB colours in the a* b* colour interplanetary are then categorised 

using the K-means clustering method. We utilise the Euclidean Distance technique to split the 

picture into three groups based on distance measurements since it contains three colours. 

The extraction of features is the fourth stage. By analysing the corner based, point-based, and 

line-based data of the leaf image, sickness leaf or healthy leaf attributes may be determined. 

At this point, a point-based approach is used to estimate the percentage of the leaf-based area 

affected by the disease. When classifying Stage 5: The SVM learning classification method is 

used at this level. This method is easy and efficient since it uses fewer picture sets and is 

more accurate. To correctly predict the outcomes, this model was tested on 30% labelled 

testing data and trained on 70% labelled training data. 

According to the guidelines in the results chapter, the accuracy is assessed. Step 6: Efficiency 

metrics including RMSE, PSNR, and the disease-affected part of the foliage are utilised to 

forecast the detection of plant leaf illness by means of the Euclidian Distance method. 

3. Results 

Figures 3 (a) and 3 (b) following show the results of the MATLAB software tool: 

Figure 3(a) and (b) employ yarn leaf dataset -1 and caffeine plant leaf dataset -2 as input 

imageries, respectively.  
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Fig. 3 Detected disease 

The disease area is recognised with an accuracy of 87% in leaf dataset 1, but not with an 

accuracy of 98% in leaf dataset 2, suggesting that the leaf is healthy.  
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Fig. 3 Disease detected 
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CONCLUSION 

The primary goal is to discover leaf disease in the photographs collected. Raising quality 

while generating for maximum crop yields is a key challenge in agricultural production. 

Farmers will benefit from increased agricultural yields made possible by technology and 

mechanisation. The majority of the study has been on automated detection and classification 

algorithms that support variable crop yields, as well as high resolve spectral, stereo, and 

spectral leaf images. We got better results when we employed the SVM classification ML 

algorithm model. However, in order to get more accurate findings, we will broaden our study 

into the automated diagnosis of leaf-based illnesses by utilising additional machine learning 

and deep learning algorithms over a wider range of datasets. 
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