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Abstract: In the field of wireless communication, the accurate classification of modulation 

techniques plays a crucial role in various applications such as spectrum management, interference 

detection, and adaptive signal processing. This paper proposes a novel approach for classifying 

modulation techniques using a Robust Convolutional Neural Network (RCNN). The RCNN 

leverages the power of deep learning to automatically learn discriminative features from raw signal 

data, enabling it to effectively differentiate between different modulation schemes. 
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1. INTRODUCTION 

Modulation identification is an important basic function of receiver. It has various applications in 

cognitive radar, software define radio (SDR), and spectrum management, to identify 

communications and radar waveforms. It’s necessary to classify or identify them by the type of 

modulation [1]–[2]. In this paper model describes the generation of dataset in GNU Radio using 

GNU Radio channel model blocks and then slice each time series signal up into a test and training 

set using based on signal to noise radio (SNR) values ranges from -20dB to 18dB. 

 

The dataset consisting of 11 modulation types: 8 digital and 3 analog modulations [3]. All of these 

are widely used in wireless communication systems. These consists of binary phase shift keying 

(BPSK), quadrature amplitude modulation (QPSK), phase shift keying (8PSK), quadrature 

amplitude modulation (16QAM), binary frequency shift keying (BFSK), CPFSK, and PAM4 for 

digital modulations, and WBFM, AM-SSB, and AM-DSB for analog modulations [4]. Figure 1. 

Shows the Constellation diagram of modulation techniques. Traditional modulation identification 

methods require basic knowledge of signals and channel parameters [5]. These can be inaccurate 

and might need frequent changes. Since the environment changes, this leads to a new modulation 

identification method using deep neural networks (DNN) [6]. The total dataset is stored as a python 

pickle file. This data set is available as a pickled Python format at http://radioml.com [7] which 

consists of time windowed examples, corresponding modulation class and SNR labels. 

http://radioml.com/
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Deep neural networks (DNN) play a significant role in the domain of video, speech and image 

processing. Recently, deep learning has been introduced in the area of communications by applying 

convolutional neural networks (CNN) in radio modulation classification/identification [8]. The 

CNN has been identified in image and voice signal processing. Based on its performance in feature 

extraction, a simple architecture of CNN was used in distinguishing 11/10 different modulation 

types. Residual networks (ResNet) and densely connected networks (DenseNet) has been 

introduced to strengthen feature propagation in the neural networks, in the past years. Lately, a 

convolutional long short-term deep neural network (CLDNN) has been used in, where it combines 

both architectures of CNN and long short- term memory (LSTM) into a recurrent neural network 

(RNN). 

 

 

Figure 1. Constellation diagram of modulation techniques 

 

 

In traditional automatic modulation classification, classifications were done from raw input signals 

like zero crossing locations, square law classifiers, and statistical moment classifiers. The 

traditional methods are likelihood based (LB), feature based (FB) and artificial neural network 

(ANN) based models. These models were used for specific modulation techniques and SNR levels. 

In recent advancements in the deep learning (DL), model architectures access to open-source 

software libraries like PyTorch, TensorFlow etc., graphics processing unit (GPUs) and tensor 

processing units (TPUs) have made DL to solve complex problems in better way. Hence the 

researchers in the wireless community apply deep learning in wireless communications [9]. The 

recent works have applied deep learning for modulation classification. The deep learning deals 

with the convolutional neural networks (CNNs) is a process of applying matrix over the image 

which is used to obtain the features by providing the depth-wise seperable of each layer in an 

image due to its layering system each and every feature is identified easily to achieve better 

performance and accurate results [10]. ResNet and convolutional long short-term memory 

networks (CLDNNs) recently introduced to improve the feature propagation in neural networks. 

 

 

2. METHOD 

2.1. Data preprocessing 

The dataset contains IQ samples of 11 modulation classes (8 digital and 3 analog) over 20 SNR 

values ranging from -20 dB to 18 dB (RADIOML 2016.10A, RADIOML 2016.10B). The total 11 
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modulation classes are: 8PSK, AM-DSB, AM-SSB, BPSK, CPFSK, GFSK, PAM4, QAM16, 

QAM64, 

QPSK, and WBFM. In general the larger dataset doesn’t have AM-SSB class. The smaller dataset 

and bigger dataset are stored in a dictionary with keys representing tuples of (modulation class, 

SNR value) and values providing the corresponding IQ samples. First step includes data 

preprocessing, arranging the dataset into a dictionary composed of a single key representing the 

entire dataset. All labels that are modulation classes are digitized i.e., a number was assigned to 

every individual class. Now the labels are transformed into a one-hot encoding vector [10]. 

 

2.2. Proposed Model 

2.2.1 Robust CNN 

The framework for creating the classifiers which are used to recognize or detect objects from the 

input image is the neural network. This architecture consists of input layer, hidden layers and output 

layer. The tensors are the nodes which has weights to perform feed forward and feed backward to 

get the transformations for each layer [11]–[12]. The activation function takes RELU and softmax 

for completely connected layers as shown in Figure 2. Input layer takes the image as argument and 

apply convolutions over the entire image to extract the features by using the train data train data 

contains the features of Radio ML, the model will be trained and tested on the remaining dataset 

splitted for testing by test train split (70%- 30%). Hidden Layers like convolution layers are used 

to scale the features on data,followed by pooling layers ensures to reduce the minima and the 

softmax layers are combining all the features that are used to predict and compare the actual values 

with the predicted values. 

 

 

Figure 2. Architecture of robust CNN 

 

 

The input layer is the input layer it is like a preprocessing layer it accepts the data and passes it 

to the next layers where each and every data component is connected to nueral network. The hidden 

layer is the intermediate layer between the input and the output layers and it accepts the data and 

prepare connections on its weights through activation function with which the patterns will be 

identified and the generated model uses to recognize. The max pooling is purely focus on the 

brighter pixel of the input data and it is also used to downsample or dimensionality reduction by 

avoiding darker pixels. The Flatten layer is the output layer to create feature vector for classifying 

and detecting the input. 

This paper shows the architecture and the neural network graph of a robust CNN which recognizes 
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the different modulations. Here, the proposed model was trained with a hyper parameter tuning 

with dropout rate, learning rate, epochs, batch size, loss function and metrics. The tuning of 

parameters improves accuracy of the model. The performance was evaluated and the proposed 

model was trained [13]–[14]. 

 

 

   Table 1. Robust CNN neural network model  

   

Layer

  

Input 

shape

  

Output 

shape  

Conv2D_4: input 

layer 

2x128x1 2x128x1 

Conv2D_4: hidden 

layer 

2x128x1 2x128x256 

Batch 

normalization_5 

2x128x2

56 

2x128x256 

Max_pooling2D_4 2x128x2

56 

2x64x256 

Dropout_4 2x64x25

6 

2x64x256 

Conv2D_5: hidden 

layer 

2x64x25

6 

2x64x128 

Batch 

normalization_6 

2x64x12

8 

2X64X128 

Max_pooling2D_5 2x64x12

8 

2x32x128 

Dropout_5 2x32x12

8 

2x32x128 

Conv2D_6: hidden 

layer 

2x32x12

8 

2x32x64 

Batch 

normalization_7 

2x32x64 2x32x64 

Max_pooling2D_6 2x32x64 2x16x64 

Dropout_6 2x16x64 2x16x64 

Conv2D_7: hidden 

layer 

2x16x64 2x16x64 

Batch 

normalization_8 

2x16x64 2x16x64 

Max_pooling2D_7 2x16x64 2x8x64 

Dropout_7 2x8x64 2x8x64 
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Flatten_1 2x8x64 1024 

Dense_2 1024 128 

   

Dense_3

  

128

  

11  

 

 

 

3. RESULTS AND DISCUSSION 

In the robust CNN model, the first step was to train the proposed model with a dropout rate 0.3. In 

general, higher dropout rates reduce the model complexity by neglecting parameters. The training 

process took about (~1.50 mins) with the rate of 0.3. The second step was batch normalization layer 

which is added after each convolution layer. 

Figures 3 and 4 shows model accuracy by Epoch for SNR 0 dB, -6 dB, 8 dB & 14 dB. From this 

we got maximum classification accuracy of 89.57%. The proposed model was tested with signals 

having high interference. Some of the signals had noise and those weren’t recognized. Figure 

represents the validation loss of the Robust CNN model. Figures 5 and 6 represents the Train loss 

by Epoch for SNR 0 dB, -6 dB, 8 dB and 14 dB which give validation loss after 100 epochs. 

 

 

 

Figure 3. Model Accuracy by epoch for SNR 0 dB and -6 dB 

 

 

Figure 4. Model accuracy by epoch for SNR 8 dB and 14 dB 
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The training dataset loss is less than the validation loss it leads to overfitting of data. So the trained 

dataset is very good and whereas the validation data consists of unseen data. The dataset with all 

the SNR values are comes under the overfitting where the train data is working fine. The dropout 

layer is used to prevent the model from overfitting from input to output. 

 

 

 

Figure 5. Train loss by epoch for SNR 0 dB and -6 dB 

 

 

 

Figure 6. Train loss by epoch for SNR 8 dB and 14 dB 

 

 

Figures 7 and 8 represents the confusion matrices for different SNR. A confusion matrix predicts 

how accurately a class aligns with its true class in the form of a probability score. For robust CNN 

there are 

11 modulation classes performs the best and gives accurate results. Some modulation classes are 

misclassified because of their similar constellation diagrams. The proposed model was tested using 

the test datasets and the accuracy of the proposed model was 89.57% overall, which was calculated 
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using the following equation. The classification is the major aspect mainly effects the accuracy of 

the model. The classification errors are common while training the model with dataset. Support 

vector machine (SVM) is the technique to address the class imbalanced over the dataset. The 

imbalance is the target class have the uneven distribution of data. The classification of modulation 

technique QPSK will be recognized as BPSK and WB- FM will be recognized as AM-DSB.The 

imbalance of data is biased to BPSK and WB-FM. Accuracy = (TP+TN)/(TP+TN+FP+FN) where 

true positive (TP), true negative (TN), false positive (FP), false negative (FN). The confusion 

matrix of the network will identify all the signals with SNR 0 and only 10% of signal being 

unrecognized during learning stage. So the hyper parameter tuning will improve it by at least 5% 

of 89.7%. 

 

 
 

Figure 7. Confusion matrices for SNR 0 dB and 8 dB 
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Table 2 describes the model accuracy at different SNR (-20 dB to 18 dB). The positive SNR values 

ranges from 89.57 to 84.03 so the maximum accurate results at SNR-0 along with the 5% that can 

be improved by using hyper parameter tuning leads to 94% and for the other SNR-2 to SNR-18 

improved the accurate results to 90%. The hyper parameter tuning will improve accuracy through 

which the network will be identify all the signal modulation classes with higher accuracy. 

 

Table 2. Accuracy at different SNR (-20 dB to 18 dB) 

   SNR 

(dB)

  

Accuracy 

(%)

  

SNR 

(dB)

  

Accuracy 

(%)  

-20 8.64 0 89.57 

-18 8.91 2 88.87 

-16 27.68 4 88.23 

-14 36.18 6 87.5 

-12 47.27 8 87.1 

-10 62.64 10 85.27 

-8 73.5 12 85.04 

-6 80.5 14 84.49 

-4 82.05 16 84.25 

 

 

4. CONCLUSION AND FUTURE WORK 

The real time applications in military, autonomous vehicles and robotic automation processes are 

increasing day by day using machine learning. The CNN plays an important role in identifying and 

classifying the tasks in an advanced and easier way. This paper stresses on recognizing the signal 

modulation. This is then predicted with the actual values and the generated model with robust 

convolution neural network performs the accuracy. The layers are constructed in such a way to 

reduce the dimensions of the patterns generated at each convolutional, flatten and dense layers. The 

training, testing and validation of the model is done to get the better accuracy for each SNR and 

minimal loss with local minima and global maxima. The future work will focus on feature 

extraction and deep learning-based ensemble classifier for Interference Mitigation in radar signals. 

The signal recognition performance of compound signals by effective learning architecture and 

optimization method. 
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