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Abstract: Aiming at the impact of underwater noise uncertainty on information transmission 

and the security problems faced by communications in noise channels, a secure communication 

scheme based on the uncertainty of underwater noise channels is proposed. The scheme consists 

of an interactive key extraction protocol based on Godel coding and a confidentiality 

enhancement protocol based on 𝑟−cyclic Toeplitz matrix. In the process of key extraction, Godel 

coding is introduced to reduce the number of comparisons of key sequences; when calculating 

the secret-enhanced key length, the uncertainty of underwater noise is considered, which has 

stronger practical significance. The experimental results show that under the condition of 

meeting the security of the protocol, the total number of bits transmitted is 119940 bits, the lower 

bound of the total length of the key string generated after confidentiality enhancement is 117331 

bits, and the upper bound of the amount of information about the key string by the adversary It is 

2609 bits, the required time is 11.99s, and the proposed (𝑛𝑡 + 𝑠) × (𝑛𝑡 + 𝑠)order 𝑟 −cyclic 

Toeplitz matrix reduces the storage space of (𝑛𝑡 + 𝑠) − 1 bit compared with the traditional 

Toeplitz matrix of the same order. 
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I. Introduction 
 

With the development of information technology and the development and utilization of the 

marine environment, marine information communication has become more and more important. 

At present, marine information mainly uses sound waves to communicate underwater [1]. Due to 

the openness of the underwater acoustic channel and the variability of the marine environment, 

marine information communication is faced with various security and attack problems [1-2], and 

in the complex and changeable marine environment, the interference of various noises will affect 

the information. Transmission has a great impact [3]. According to the sounding mechanism, the 

sound sources of marine environmental noise can be divided into the following four categories: 

marine dynamic noise, marine biological noise, man-made noise and marine thermal noise [4]. 

The uncertainty of noise has brought serious interference to the transmission of marine 

information. How to conduct confidential communication of transmitted information under the 

condition of uncertain underwater noise and ensure the integrity, confidentiality and robustness 

of information has become a major challenge for marine information security technology. 

Aiming at the problem of confidential communication of marine information, this paper, 

based on the unpredictability of underwater noise in the binary symmetric communication 

channel, introduces Godel coding [5], and proposes an interactive cryptographic based on Godel 

coding under the premise of ensuring security. Key extraction protocol for key agreement and 

authentication extraction. At the same time, in order to improve the storage efficiency of 

confidentiality enhancement [6-7], the r-cyclic Toeplitz matrix [8-9] is applied to the 

confidentiality enhancement, and a confidentiality enhancement protocol based on the r-cyclic 

Toeplitz matrix is proposed, which makes the matrix storage space Compared with the traditional 

Toeplitz matrix, the storage space is greatly reduced, thus forming a secure communication 

scheme based on the uncertainty of the underwater noise channel, making the adversary unable 

to obtain enough information to calculate the key, ensuring the security and reliability of the 

scheme . 

 

 

II. Related Information 

2.1.Godel Coding 

 

Godel coding is introduced by Godel in the proof of Godel's incompleteness theorem [5]. Based 

on the principle of prime number decomposition, a one-to-one correspondence is established 

between sequences and natural numbers. Given a finite sequence (𝑧1, 𝑧2, 𝑧3, … , 𝑧𝑛) , let 𝑦 =
𝑒𝑛𝑐(𝑧1𝑧2…𝑧𝑛) = 𝑝1

𝑧1𝑝2
𝑧2 …𝑝𝑛

𝑧𝑛 = ∏𝑝𝑖
𝑧𝑖(1 ≤ 𝑖 ≤ 𝑛, 𝑝𝑖 ≠ 1), Then this coding method is called 

Godel coding, and y is called the sequence (𝑧1, 𝑧2, 𝑧3, … , 𝑧𝑛) corresponds to the Godel number, 

where 𝑝𝑖 represents the i-th different from small to large Prime number. 

 

2.2.Confidentiality enhancement 
 

Confidentiality enhancement was originally proposed by Bennett [6] and was further promoted 

in literature [10]. Confidentiality enhancement means that when the legitimate communication 

parties A and B share a partial secret string S, and the adversary Eve knows part of the 
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information about S, through the global hash function [11-13], A and B can obtain an almost 

complete secret. The key string S ', and the amount of information about S' that the adversary 

Eve knows decreases exponentially. Definition 1 [14] Assuming that A and B share an N bit key 

string S, the random variable V means that it contains all the information about S that Eve knows. 

For any 𝛼 = 2 or 𝛼 = ∞, there are subsets {𝑃𝑆|𝐻𝛼(𝑆) ≥ 𝛽} to form the 𝜓𝑁,𝛼,𝛽  set. Let 𝑙 be any 

positive integer, 𝜀, 𝛿 > 0, then there is a (𝑁, 𝜓, 𝑙, 𝜀, 𝛿) confidentiality enhancement protocol on 

the non-authenticated channel that satisfies the following properties. 

1) Correctness and confidentiality: Let the adversary Eve accept a specific value 𝑉 = 𝑣 that 

satisfies 𝑃𝑆|𝑉 ∈  𝜓 when passive attack can only be used for eavesdropping, A and B will 

get a 𝑙 bit key string 𝑆′ make 𝑆𝐴
′ = 𝑆𝐵

′ = 𝑆 ′ at the end of the agreement, and 𝐻(𝑆 ′|𝐶, 𝑉 =
𝑣) ≥  𝑙 − 𝜀 holds, where 𝐶 represents the exchange information on the channel. In this 

case, the confidentiality enhancement is considered to be successful.  

2) Stubbornness: Let𝑃𝑆|𝑉=𝑣 ∈ 𝜓, then any possible attack strategy against the adversary Eve, 

A and B both reject the result of the agreement, or the probability of success of 

confidentiality enhancement is at least 1 − 𝛿. 

 

2.3.Global hash function 

 

The global hash function is an important tool to realize confidentiality enhancement, which is 

defined as follows [13]. Suppose the function 𝐺: 𝑋 →  𝑌, 𝑋 = {0,1}𝑛 , 𝑌 = {0,1}𝑙 , 𝑛 > 𝑙, ∀𝑔 ∈
𝐺, where 𝑔 is a randomly selected function from 𝐺 that obeys a uniform distribution, |𝑋| And 

|𝑌| denote the number of elements in set 𝑋 and set 𝑌, respectively. For ∀𝑥1, 𝑥2 ∈ 𝑋 and 𝑥1  ≠  𝑥2, 

the probability of 𝑔(𝑥1) = 𝑔(𝑥2) does not exceed 
1

|𝑌|
, that is 

𝑃{𝑔(𝑥1) = 𝑔(𝑥2)|𝑥1 ≠ 𝑥2} ≤
1

|𝑌|
 

There are three kinds of global hash functions used to realize confidentiality enhancement, 

namely modular arithmetic [15], finite field multiplication [10] and Toeplitz matrix [15-16]. 

Toeplitz matrix is the most widely used due to its good storage performance. 

 

2.4.Toeplitz matrix 

 

A general Toeplitz matrix of order 𝑠 × 𝑛 satisfies𝑇𝑖,𝑗 = 𝑇𝑖+𝜔̅,𝑗+𝜔̅ , where 1 ≤ 𝑖, 𝑖 + 𝜛 ≤ 𝑠, 1 ≤

𝑗, 𝑗 + 𝜛 ≤ 𝑛, that is, each matrix from top left to bottom right elements on the diagonal line are 

the same. The specific representation of the Toeplitz matrix is 

𝑇(𝐷) =

(

 
 

𝐷𝑛 𝐷𝑛−1
𝐷𝑛+1 𝐷𝑛

…
⋯

𝐷2 𝐷1
𝐷3 𝐷2

⋯ ⋯ ⋯ … …
𝐷𝑛+𝑠−2 𝐷𝑛+𝑠−1
𝐷𝑛+𝑠−1 𝐷𝑛+𝑠−2

⋯
⋯

𝐷𝑠 𝐷𝑠−1
𝐷𝑠+1 𝐷𝑠 )

 
 

𝑠×𝑛

 

The r−cyclic Toeplitz matrix can be expressed as 
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𝑅𝑟(𝐷) =

(

 
 

𝐷0 𝐷1
𝑟𝐷𝑛−1 𝐷0

𝐷2
𝐷1

⋯ 𝐷𝑛−1
⋯ 𝐷𝑛−2

𝑟𝐷𝑛−2 𝑟𝐷𝑛−1 𝐷0 … 𝐷𝑛−3
⋯ ⋯
𝑟𝐷1 𝑟𝐷2

⋯
𝑟𝐷3

⋯ ⋯
⋯ 𝐷0 )

 
 

𝑛×𝑛

 

When 𝑟 = 1, it is a cyclic Toeplitz matrix; when 𝑟 − 1, it is an oblique cyclic Toeplitz matrix; 

when 𝑟 = 0, it is an upper triangular Toeplitz matrix [8]. 

 

III. Interactive key extraction protocol based on Godel coding 

3.1.Protocol design 

The interactive key extraction protocol based on Godel coding includes two parts: key agreement 

and authentication extraction. Select q elements in the finite field𝐺𝐹(𝑞), where q is a prime 

number. Node A and Node B respectively select 𝑄1 and 𝑄2 as signs in advance. Among them, 

𝑄1, 𝑄2 ∈ 𝐺𝐹(𝑞), 𝑄 = (𝑄1+𝑄2)𝑚𝑜𝑑(𝑞), then 𝑄𝜀𝐺𝐹(𝑞), and 𝑄 is the secret number of node A 

and node B.  

In the following, the interactive key agreement protocol based on Godel coding will be 

described in detail. 

First, node A and node B simultaneously obtain n-bit key strings 𝑆𝐴 = 𝑥1𝑥2…𝑥𝑛 , 𝑆𝐵 =
𝑦1𝑦2…𝑦𝑛, on the binary symmetric channel, and perform XOR operations on the adjacent two 

bits of the key strings respectively obtained, and The following two adjacent bits cannot overlap 

with any one of the preceding adjacent bits. Combine all the results after XOR to form the key 

sequence 𝑍𝐴 = (𝑧1, 𝑧2, … , 𝑧𝑛
2
) , 𝑍𝐵 = (𝑧1

′ , 𝑧2
′ , … , 𝑧𝑛

2

′ ) and 𝑧′ , and then calculate them separately 

𝐷𝑒𝑙 number 𝐺𝑒𝐴 and 𝐺𝑒𝐵, node 𝐵 sends the calculated 𝐺𝑒𝐵 to node 𝐴. In order to verify whether 

the passed 𝐺𝑒𝐵  is correct, calculate 𝐺𝐴 = 𝑄 × 𝐺𝑒𝐵 , 𝐺𝐵 = 𝑄 × 𝐺𝑒𝐵  by the secret number 𝑄 

known to only node 𝐴 and node 𝐵, send 𝐺𝐴 to node 𝐵, if 𝐺𝐴 = 𝐺𝐵, send it to node A feedback 

message "𝑌𝑒𝑠", if 𝐺𝑒𝐴 ≠ 𝐺𝑒𝐵, send the key sequence 𝑍𝐴, otherwise stop. Node 𝐵 compares 𝑧𝑖 
with 𝑧𝑖

′(1 ≤ 𝑖 ≤ 𝑛/2), if 𝑧𝑖 ≠ 𝑧𝑖
′, record the corresponding subscripts to form a set 𝐼, and send 𝐼 

to node 𝐴, so that node 𝐴 knows that the XOR results are different and node 𝐴 and node 𝐵 both 

set the position where the XOR result is different to 1, so that the bit strings of both sides are as 

the same as possible. 

Repeat the above key agreement protocol t times to obtain the key strings 𝑆𝑆 and 𝑆𝑆 of 

𝑆𝑆  bit respectively. At this time, 𝑆𝑆  and 𝑆𝑆  will still be different in a small probability. 

Therefore, it is necessary to authenticate the public string after key negotiation and extract a 

completely consistent security key. 

Let 𝑆𝑆̅(𝑆) = ∑ 𝑆̅𝑆
2|𝑆|
𝑆=1 𝑆𝑆, where  𝑆̅𝑆 and 𝑆𝑆 represent the i-th position of the string 

length 𝑆 and 𝑆 respectively, and |𝑆| represents the number of elements in the set 𝑆, based on 

the interaction of Godel coding the key authentication extraction. First, 𝑆 and ℎ(ℎ ≠ 𝑆)  are 

arbitrarily selected from the real finite field 𝑆𝑆𝑆(2𝑆𝑆) (R stands for real number), 𝑆11 is the 

interactive key agreement based on Godel coding, after t times, different XORs The result is set 

to all bits of 1. Node A and node B calculate the identifiers𝑆𝑆𝑆𝑆 , 𝑆𝑆𝑆𝑆
′ and𝑆𝑆𝑆𝑆 , 

respectively. The message authentication on the channel is carried out through the comparison 

between identifiers, and finally the hash function 𝑆 is selected arbitrarily from the hash function 

family to check whether the public key string 𝑆𝑆 and 𝑆𝑆 of the finally obtained nt bit are equal. 
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If 𝑆𝑆 ≠ 𝑆𝑆 , stop the protocol; otherwise, node A and node B act on the public key string 

through the global hash function g in confidentiality enhancement to extract the final security 

key 𝑆𝑆 = 𝑆𝑆 = 𝑆. The global hash function g satisfies𝑆𝑆𝑆𝑆(𝑆) = 𝒄𝒄𝒄𝑆. Among them, 𝑆 is 

randomly selected from 𝑆 that obeys a uniform distribution, cir is a binary r-cyclic Toeplitz 

matrix, 𝑆 is the key string 𝑆𝑆 or 𝑆𝑆, and 𝑆 is the first l digit of the result of the hash function. 

 

3.2.Protocol analysis  

3.2.1. Adversary model and attack method 

 

The adversary model discussed in this article satisfies the following conditions:  

i. The adversary has unlimited computing power;  

ii. The adversary’s eavesdropping channel is not limited to a fading channel;  

iii. The channel is a binary symmetric channel, and the bit error rate of both parties in legal 

communication is λ. The bit error rate of the eavesdropping channel is θ, and the error bit 

rate of the adversary's estimated information is θ ′.  

This article mainly discusses the following two attack methods.  

1) Replacement attack: The adversary randomly selects a check block from the set of check 

blocks it owns, and sends it directly to node B without any error correction. 

2) Imitation attack: The adversary randomly selects a check block from the check block set, 

and then randomly corrects the selected check block according to the error bit rate 𝑆′ of 

the estimated information. Since the adversary does not know the specific location of the 

error bit, the error correction is random and probabilistic. The interactive key agreement 

protocol based on Godel coding is executed 𝑆 times, and there are 𝑆 check blocks in 

total. In the interactive key extraction protocol based on Godel coding, each time the 

adversary eavesdrops on the check block 𝑆 sent by node A to node B, it is compared with 

the check block 𝑆′′ that he owns. Assuming that the number of error bits found each time 

is 𝑆𝑆, after multiple eavesdropping, a total of num check blocks are eavesdropped on, 

then 

𝑆′ = (1−𝑆) [
∑ 𝑆𝑆
𝑆𝑆𝑆
𝑆=1

𝑆𝑆𝑆 (
𝑆

2
)
] 

3.2.2. Security analysis and proof 

 

From the key agreement protocol, if 𝑆𝑆 ≠ 𝑆𝑆
′ , the adversary can know 𝑆2𝑆−1 = 𝑆2𝑆 = 11. 

If𝑆𝑆 = 𝑆𝑆
′ , the adversary's 𝑆𝑆

′′  is different from the node A and node B's 𝑆𝑆 and𝑆𝑆
′ , then the 

probability that the adversary correctly guesses the two digits is 1/2. If the adversary’s 𝑆𝑆
′′  is the 

same as the 𝑆𝑆 and 𝑆𝑆
′  of node A and node B, then the probability that the two eavesdropped by 

the adversary are the same as node A and node B is (1−𝑆)2,𝑆[𝑆𝑆 ≠ 𝑆𝑆
′ ] = 2𝑆(1−

𝑆),𝑆[𝑆𝑆 = 𝑆𝑆
′ ] = 1− 2𝑆+ 2𝑆2 , in summary, the probability of the adversary's correct 

eavesdropping on the corresponding two bits is 2𝑆(1−𝑆) + (1 − 2𝑆 + 2𝑆2) [
1

2
2𝑆(1−𝑆) +

(1−𝑆)2] , which is 2𝑆(1− 𝑆) (1− 2𝑆+ 2𝑆2)(1−𝑆) , let 𝑆 = 2𝑆 (1−𝑆) (1−  2𝑆+
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2𝑆2)(1−𝑆), so the average number of bits that the adversary can correctly eavesdrop on the n 

bit key string is at most 𝑆𝑆𝑆/2 (0 < 𝑆
𝑆

2 +𝑆 < 1). 

Next, prove that the probability that the adversary knows 𝑆
𝑆

2 +𝑆bit is negligible. 

Theorem 1. Let 𝑆 ⊂ {1,2,3, … ,𝑆}, Satisfy 𝑆[|𝑆| ≥ 𝑆(𝑆𝑆/2 +𝑆)] ≤ 𝑆
−𝑆𝑆2𝑆−𝑆/2

3 . Proof. 

Let  𝑆̅𝑆 denote the i-th random variable, 𝑆̅𝑆 = 1 denote the adversary’s eavesdropping of the 

correct value of the i-th bit, and 𝑆̅𝑆 = 0 means that the adversary’s eavesdropping of the i-th bit 

is wrong. where,  𝑆̅1, 𝑆̅2, … , 𝑆̅𝑆  are independent Poisson events and 𝑆(𝑆̅𝑆) = 𝑆 , then the 

expectation of ∑ 𝑆̅𝑆
𝑆
𝑆=1 is 𝑆(∑ 𝑆̅𝑆

𝑆
𝑆=1 ) = 𝑆𝑆. According to Markov's inequality, for any 𝑆 >

0,𝑆 > 0, formula (1) is applied to 𝑆𝑆 𝑆̅ to obtain the general Chernoff bound of the random 

variable 𝑆, which can be obtained by the multiplicative Chernoff theorem. The more convenient 

and commonly used Chernoff bound is obtained, that is, for any 0 ≤ 𝑆 ≤ 1, the formula (2) is 

satisfied. 

                                                      𝑆[𝑆̅ ≥ 𝑆] = 𝑆[𝑆𝑆𝑆̅ ≥ 𝑆𝑆𝑆] ≤
𝑆(𝑆𝑆𝑆̅)

𝑆𝑆𝑆                                                  

(1) 

                                                        𝑆[∑ 𝑆̅𝑆 ≥ (1+𝑆)𝑆𝑆𝑆
𝑆=1 ] ≤ 𝑆

−𝑆𝑆𝑆2

3                                                      

(2) 

So, 

𝑆[|𝑆| ≥ 𝑆(𝑆𝑆/2 +𝑆)] = 𝑆 [∑ 𝑆̅𝑆

𝑆

𝑆=1

≥ 𝑆𝑆
𝑆

2 (1+𝑆𝑆
−
𝑆

2)] ≤ 𝑆
−𝑆𝑆2𝑆−𝑆/2

3  

When the adversary has its own key string 𝑆𝑆
′′ , compared with the key string 𝑆𝑆 

transmitted by node 𝑆 (1 ≤ 𝑆 ≤
𝑆

2
), the uncertainty of the corresponding two bits 𝑆2𝑆−1𝑆2𝑆 

can be estimated by Theorem 2.  

Theorem 2: 𝑆̅ = {00,01,10,11}, 𝑆̅ ∈ 𝑆̅ is a random variable corresponding to two bits 

𝑆2𝑆−1𝑆2𝑆 , where the bit error rate of the adversary's eavesdropping channel is 𝑆, then the 

adversary is uncertain about the nt bit key string The degree is 𝑆(𝑆̅|𝑆̅) = 𝑆(𝑆̅ =
0)𝑆(𝑆̅|𝑆̅ = 0) +𝑆(𝑆̅ = 1) 𝑆(𝑆̅ |𝑆̅ = 1).  

Prove that the random variable Y has the following three cases: 1) When the check digits 

sent by A and B are not equal, that is, 𝑆𝑆 ≠ 𝑆𝑆
′ , at this time the adversary knows 𝑆2𝑆−1𝑆2𝑆 =

11, then  𝑆̅ = Δ; 2) When A and When the check digits sent by B are equal, it is 𝑆𝑆 = 𝑆𝑆
′ . If 

the check digit 𝑆𝑆 = 𝑆𝑆
′  that the adversary eavesdropped, then  𝑆̅ = 0; 3) When the check 

digits sent by node A and node B are equal, that is 𝑆𝑆 = 𝑆𝑆
′ , If the check digit 𝑆𝑆

′′ ≠ 𝑆𝑆 

eavesdropped by the adversary, then  𝑆̅ = 1. 

For case 1), it is clear that 𝑆(𝑆̅ |𝑆̅ = 𝑆) = 0; for case 2) and case 3), let’s assume that 

node 𝑆 sends 𝑆𝑆 = 1,𝑆2𝑆−1𝑆2𝑆 = 10 (𝑆2𝑆−1𝑆2𝑆  is 00, 01, situation is same at  11), because 

when 𝑆𝑆 = 0, the probability of case 2) and case 3) is same as that of 𝑆𝑆 = 1. For situation 2), 

the adversary only receives 01 or 10, that is, either both are correct or both are wrong, then 

                                                   𝑆[𝑆̅ = 0] = 𝑆2 + (1−𝑆)2                                                                      
(3) 

The probability that the adversary receives 𝑆2𝑆−1𝑆2𝑆 = 10 is 



e-ISSN 2320 –7876 www.ijfans.org  

Vol.11, Iss.7, 2022 
Research Paper                              © 2012 IJFANS. All Rights Reserved UGC CARE Listed (Group -I) Journal 
 

75 
 

                                                    𝑆[10|𝑆̅ = 0] =
(1−𝑆)2

[𝑆2+(1−𝜃)2]
                                                                      

(4) 

The probability that the adversary receives 𝑆2𝑆−1𝑆2𝑆 = 01 is 

                                                    𝑆[01|𝑆̅ = 0] =
𝑆2

𝑆2+(1−𝑆)2
                                                                        

(5) 

For case 3), the adversary only accepts 00 or 11. At this time, the adversary receives 

𝑆2𝑆−1𝑆2𝑆 only one bit is correct, so 

                                                    𝑆[𝑆̅ = 1] = 2𝑆(1−𝑆)                                                                            
(6) 

The probability that the adversary receives 𝑆2𝑆−1𝑆2𝑆 = 00 is 

                                                    𝑆[00|𝑆̅ = 1] =
𝑆(1−𝑆)

2𝑆(1−𝑆)
=

1

2
                                                                    

(7) 

The probability that the adversary receives 𝑆2𝑆−1𝑆2𝑆 = 11 is 

                                                    𝑆[11|𝑆̅ = 1] =
𝑆(1−𝑆)

2𝑆(1−𝑆)
=

1

2
                                                                    

(8) 

Use Renyi entropy [17] to express the uncertainty of information, as shown in equations 

(9)~(11). 

                                𝑆(𝑆̅|𝑆̅ = 0) =
(1−𝑆)2

𝑆2+(1−𝑆)2
𝑆𝑆

𝑆2+(1−𝑆)2

(1−𝑆)2
+

𝑆2

𝑆2+(1−𝑆)2
𝑆𝑆

𝑆2+(1−𝑆)2

𝑆2                            

(9) 

                                                 𝑆(𝑆̅|𝑆̅ = 1) = −
1

2
𝑆𝑆

1

2
−

1

2
𝑆𝑆

1

2
= 1                                                       

(10) 

                                                              𝑆(𝑆̅|𝑆̅ = Δ) = 0                                                                           
(11) 

In summary, we have 

𝑆(𝑆̅|𝑆̅) = 𝑆(𝑆̅ = 0)𝑆(𝑆̅|𝑆̅ = 0) +𝑆(𝑆̅ = 1)𝑆(𝑆̅|𝑆̅ = 1) +𝑆(𝑆̅ = Δ)𝑆(𝑆̅|𝑆̅ = Δ)
= 𝑆(𝑆̅ = 0)𝑆(𝑆̅|𝑆̅ = 0) +𝑆(𝑆̅ = 1)𝑆(𝑆̅|𝑆̅ = 1)

= [𝑆2 + (1−𝑆)2] [
(1−𝑆)2

𝑆2 + (1−𝑆)2
𝑆𝑆

𝑆2 + (1−𝑆)2

(1−𝑆)2

+
𝑆2

𝑆2 + (1−𝑆)2
𝑆𝑆

𝑆2 + (1−𝑆)2

𝑆2
] + 2𝑆(1−𝑆) 

Therefore, the adversary's uncertainty of the 𝑆𝑆 𝑆𝑆𝑆 key string is 
𝑆𝑆

2
𝑆(𝑆̅|𝑆̅). 

3.3.Protocol characteristics 

3.3.1. Authentication 

 

The Godel coding-based interactive key authentication and extraction protocol verifies whether 

the channel is secure by whether the identifiers are equal, and uses a hash function to verify 

whether the public string obtained by node A and node B after t times of key negotiation is 

consistent, and Extract the completely consistent high-secret key string K. 
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3.3.2. High efficiency 

 

The interactive key agreement protocol based on Godel coding judges whether it is necessary to 

send the key sequence 𝑆𝑆 by whether the Godel numbers are consistent. It can be seen from the 

nature of Godel coding that if the calculation result of the two parties in communication is 

𝑆𝑆𝑆 = 𝑆𝑆𝑆, it means that 𝑆𝑆 = 𝑆𝑆
′ , the key sequence 𝑆𝑆  does not need to be sent; only 

when 𝑆𝑆𝑆 ≠ 𝑆𝑆𝑆 , the key sequence 𝑆𝑆  needs to be sent for comparison, so Reduce the 

number of comparisons of key sequences, reduce communication overhead, and improve 

communication efficiency. In addition, from the operating rules of modular arithmetic [18-19], 

we know 

𝑆1𝑆2𝑆𝑆𝑆 𝑆 = [(𝑆1 𝑆𝑆𝑆 𝑆)(𝑆2 𝑆𝑆𝑆 𝑆)]𝑆𝑆𝑆 𝑆 
(𝑆1 +𝑆2) 𝑆𝑆𝑆 𝑆 = (𝑆1 𝑆𝑆𝑆 𝑆+𝑆2 𝑆𝑆𝑆 𝑆) 𝑆𝑆𝑆 𝑆 

When calculating 𝑆𝑆𝑆 and 𝑆𝑆𝑆, by using modulo operation in advance, the data storage space 

problem caused by exponential operation can be reduced. In the process of extracting the key 

authentication, by introducing the modulus operation of 𝑆 , the operation efficiency of the 

exponent can be improved. In addition, all calculations in this paper are based on binary 

symmetrical channels. Therefore, all non-binary results must be modulo arithmetic. 

This paper does not check whether the key strings 𝑆𝑆 and 𝑆𝑆 are the same in the key 

agreement protocol, but in the key authentication extraction protocol, the authentication is 

performed by collecting 𝑆 such key strings, and the hash function is used to complete the key 

Checking whether the strings are the same reduces the number of authentications and further 

improves communication efficiency.  

Let N be the number of times the complete protocol is executed until the key string K is 

established. Theorem 3 gives the expected value of 𝑆′, which further proves the efficiency of the 

protocol. 

Theorem 3 Let 𝑆′ be a random variable of the number of executions, until node A and 

node B establish a public key string of length nt bit, then the expected value of N'is (1−

𝑆)𝑆𝑆𝑆−
𝑆𝑆

2 .  

Proof. Suppose the bit error rate of both parties in legal communication is 𝑆, and the bit 

error rate of the adversary's eavesdropping channel is 𝑆. 𝑆1 means that node B can correctly 

receive the key sequence A sent by node A 𝑆𝑆 = (𝑆1,𝑆2, … ,𝑆𝑆/2) event, 𝑆2 means that node 

A and node B get the same event of the 𝑆𝑆 bit key string. 

                                                                      𝑆 =
∑ |𝑆|𝑆
𝑆
𝑆=1

𝑆𝑆/2
                                                                              

(12) 

In the key agreement protocol, there are 

                                                              𝑆(Ω1) = (1−𝑆)
𝑆𝑆

2                                                                        
(13) 

The number of check bits of node A and node B in the t-th key agreement protocol is the same 
𝑆

2
− |𝑆|𝑆, and the probability that the 𝑆 bit key strings of node A and node B are the same is 

                                                              ((1−𝑆)2)
𝑆

2
−|𝑆|𝑆 = (1−𝑆)𝑆−2|𝑆|𝑆                                                            

(14) 
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Therefore, after t times of execution of the interactive key agreement protocol based on Godel 

coding is completed, the probability that the 𝑆𝑆 bit key string obtained by node A and node B is 

the same is 

                                      𝑆(Ω2|Ω1) =
∏ (1−𝑆)𝑆−2|𝑆|𝑆𝑆
𝑆=1

(1−𝑆)
𝑆𝑆
2

= (1−𝑆)
𝑆𝑆

2
−2∑ |𝑆|𝑆

𝑆
𝑆=1 = (1− 𝑆)

𝑆𝑆

2
−𝑆𝑆𝑆

                          

(15) 

Let 

                                                                                         𝑆 = (1−𝑆)
𝑆𝑆

2
−𝑆𝑆𝑆

                                                           
(16) 

But 

                                                                                          𝑆(𝑆′) =
1

𝑆
                                                                         

(17) 

So 𝑆(𝑆′) = (1−𝑆)
𝑆𝑆

2
−𝑆𝑆𝑆

. 

 

It can be seen from Section 3.2.1 that the bit error rate of both parties in legal communication is 

𝑆, and the bit error rate of the adversary’s eavesdropping channel is 𝑆, and the probability of 

correct eavesdropping on the key sequence 𝑆𝑆 = (𝑆1,𝑆2, … ,𝑆𝑆/2) is (1−𝑆)𝑆𝑆/2, when the 

protocol is executed N′ times, the probability of being eavesdropped by the adversary is 1−

[1− (1−𝑆)
𝑆𝑆

2 ]
𝑆′

, when the protocol is executed N′ times, the secret is established When the 

key string is K, the communication channel between node A and node B is equivalent to a noise-

free channel, because after executing the protocol N' times, both parties have established the 

same and consistent key string, and the adversary’s eavesdropping channel can be equivalent to 

one For the new binary symmetrical channel, the new bit error rate 𝑆̅ satisfies (1− 𝑆̅)𝑆𝑆/2 =

1− 1− [1 − (1−𝑆)
𝑆𝑆

2 ]
𝑆′

, we can get  𝑆̅ = 1− {1− [1− (1−𝑆)
𝑆𝑆

2 ]
𝑆′

}

2/𝑆𝑆

, where N′ is the 

expected value in Theorem 3. 

From the above analysis, the original (𝑆 > 0,𝑆 > 0) channel can be equivalent to the 
(𝑆 = 0, 𝑆̅ > 0 )  channel, that is, a noise-free legal communication channel and an 

eavesdropping channel with a lower bit error rate. Even if the bit error rate of the eavesdropping 

channel is lower than the bit error rate of both parties in the legal communication, the adversary 

still cannot avoid the extremely small bit error rate caused by noise. 

 

3.3.3. Anti-active attack 

 

Combining the analysis in Section 3.2.1, theorem 4 can be obtained.  

Theorem 4 Node A and Node B share the common string of 𝑆𝑆 bits, and the error bit rate of the 

adversary’s estimated information is 𝑆′. In each check block, the number of bits inconsistent 

between the adversary and node A and node B is Ω1, then the adversary takes the first The 
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maximum probability of a successful attack in one way is (1−𝑆′)
𝑆/2

, and the maximum 

probability of an adversary's active attack in the second way is 
1

∑ 𝑆𝑆

2

Ω1
𝑆
2
Ω1

𝑆′Ω1(1 −𝑆′)
𝑆

2
−Ω1

. 

Prove that if the adversary adopts an alternative attack method for active attack, since the error 

bit rate of the adversary’s estimated information in the binary symmetric channel is 𝑆′, and the 

length of each check block is 𝑆/2, the check block selected by the adversary same probability as 

node A and node B is (1 −𝑆′)
𝑆/2

, that is, the maximum probability that the adversary adopts 

the first method to actively attack successfully is (1−𝑆′)
𝑆/2

. 

If the adversary adopts an imitation attack to actively attack, he does not know how many 

inconsistent bits are in each parity block, and can only guess randomly, and the probability of 

correctly guessing the number of inconsistent bits is 
1

∑ 𝑆
𝑆/2
Ω1𝑆/2

Ω1=0

, So the probability of correctly 

guessing and correcting the inconsistent bits is 

                                                                
1

∑ 𝑆𝑆

2

Ω1
𝑆
2
Ω1=0

1

𝑆𝑆

2

Ω1
𝑆𝑆

2

Ω1𝑆′Ω(1−𝑆′)
𝑆

2
−Ω1

                                                        

(18) 

Organized 

                                                                             
1

∑ 𝑆𝑆

2

Ω1
𝑆
2
Ω1

𝑆′Ω1(1−𝑆′)
𝑆

2
−Ω1

                                                           

(19) 

Therefore, the maximum probability that the adversary adopts the second method to actively 

attack successfully is 
1

∑ 𝑆𝑆

2

Ω1
𝑆
2
Ω1=0

𝑆′Ω1(1 −𝑆′)
𝑆

2
−Ω1

. 

IV. Confidentiality enhancement protocol based on r−circular Toeplitz matrix 

 

The core of confidentiality enhancement is to construct a global hash function. At present, what 

is widely used for security enhancement is the global hash function based on the general Toeplitz 

matrix. The general 𝑆 ×𝑆  order Toeplitz matrix requires (𝑆+𝑆− 1) bit storage space. In 

order to improve storage efficiency, this paper uses n order r−cyclic Toeplitz matrix for 

confidentiality enhancement and only requires n bits of storage space and parameter r 

information. . At the same time, the uncertainty of noise is taken into account in the 

confidentiality enhancement protocol, which makes the protocol have higher practical value, and 

obtains the maximum length of the extracted key and the upper bound of the amount of 

information about the key by the adversary. 

 

4.1.r−cyclic Toeplitz matrix 

 

Any Toeplitz matrix can be embedded in a cyclic matrix [20], and it can also be embedded in an 

r-cyclic Toeplitz matrix. In order to improve the storage efficiency of confidentiality 
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enhancement, a general 𝑆 ×𝑆𝑆 order Toeplitz matrix is expanded into an (𝑆𝑆+𝑆) × (𝑆𝑆+
𝑆) order r−cyclic Toeplitz matrix (𝑆 < 𝑆𝑆). The specific representation is 

𝑆𝑆𝑆 = (
𝑆1 𝑆2

𝑆3 𝑆4
)
(𝑆𝑆+𝑆)×(𝑆𝑆+𝑆)

 

Where 𝑆1,𝑆2,𝑆3,𝑆4 are respectively 

𝑆1 = (

𝑆𝑆 𝑆𝑆+1

𝑆𝑆𝑆−1 𝑆𝑆

⋯ 𝑆𝑆+𝑆𝑆−1

⋯ 𝑆𝑆+𝑆𝑆−2
⋯ ⋯

𝑆𝑆1 𝑆𝑆2

⋯ ⋯
⋯ 𝑆𝑆𝑆

)

𝑆×𝑆𝑆

 

𝑆2 = (

𝑆0 𝑆1

𝑆𝑆+𝑆𝑆−1 𝑆0

⋯ 𝑆𝑆−1

⋯ 𝑆𝑆−2
⋯ ⋯

𝑆𝑆𝑆+1 𝑆𝑆𝑆+2

⋯ ⋯
⋯ 𝑆0

)

𝑆×𝑆𝑆

 

𝑆3 = (

𝑆𝑆0 𝑆𝑆1

𝑆𝑆𝑆−1 𝑆𝑆0

⋯ 𝑆𝑆𝑆−1

⋯ 𝑆𝑆𝑆−2
⋯ ⋯

𝑆𝑆𝑆+1 𝑆𝑆𝑆

⋯ ⋯
⋯ 𝑆𝑆0

)

𝑆𝑆×𝑆𝑆

 

𝑆4 = (

𝑆𝑆𝑆 𝑆𝑆𝑆+1

𝑆𝑆𝑆−1 𝑆𝑆𝑆

⋯ 𝑆𝑆+𝑆𝑆−1

⋯ 𝑆𝑆+𝑆𝑆−2
⋯ ⋯

𝑆𝑆1 𝑆𝑆2

⋯ ⋯
⋯ 𝑆𝑆

)

𝑆𝑆×𝑆

 

Extend the 𝑆𝑆 × 1 order public string 𝑆 = (𝑆1,𝑆2, … ,𝑆𝑆𝑆)
𝑆, the extracted key  𝑆̅ =

(
𝑆

0
)
(𝑆𝑆×𝑆)×1

 calculation formula is as follows 

                                                                           𝑆̅ = 𝑆𝑆𝑆 𝑆̅                                                                                         
(20) 

where,  𝑆̅ = (𝑆1,𝑆2, … ,𝑆𝑆𝑆+𝑆) . Take the first 𝑆  digits of  𝑆̅  as the final key 𝑆  after 

confidentiality enhancement, namely𝑆 = (𝑆̅)𝑆, and 

𝑆𝑆 = 𝑆𝑆𝑆𝑆1 𝑆̅11⨁𝑆𝑖𝑆𝑆2 𝑆̅21⨁… .⨁𝑆𝑆𝑆𝑆(𝑆𝑆+𝑆) 𝑆̅(𝑆𝑆+𝑆)1 

where, ⊕ represents the exclusive OR operation, 𝑆𝑆𝑆𝑆𝑆 represents the element in the i-th row 

and the j-th column of the matrix 𝑆𝑆𝑆, and  𝑆̅𝑆1 represents the element in the j-th row and the 

first column of the vector  𝑆̅, which can be obtained by fast Fourier transform [20] 

                                                                      𝑆𝑆𝑆𝑆 = 𝑆𝑆𝑆𝑆(𝑆𝑆)𝑆                                                                            
(21) 

where, 𝑆  is a (𝑆𝑆+𝑆) -dimensional vector, 𝑆 = (𝑆0,𝑆1, … ,𝑆𝑆𝑆+𝑆−1),𝑆 = (𝑆𝑆′),𝑆𝑆′ =

𝑆𝑆𝑆+𝑆
𝑆′

,𝑆𝑆𝑆+𝑆 = 𝑆
−
2𝑆𝑆

𝑆𝑆
+𝑆

, by the formula (20) and (21) can be obtained 

                                                              𝑆 = 𝑆−1𝑆𝑆𝑆𝑆(𝑆𝑆)𝑆 𝑆̅ = 𝑆−1(𝑆𝑆.∗𝑆𝑆̅)                                               
(22) 

where, (.∗) represents the Hadamard product, that is, (𝑆.∗𝑆)𝑆 = 𝑆𝑆𝑆𝑆. 

In this paper, the r-circular Toeplitz matrix is used in the security-enhanced global hash 

function because the r-circular Toeplitz matrix depends on the first row of matrix elements and 

the parameter r. For the traditional (𝑆𝑆+𝑆) × (𝑆𝑆+ 𝑆) -order Toeplitz matrix, 2(𝑆𝑆+
𝑆) − 1 bit is required to describe the entire matrix completely, while the (𝑆𝑆+𝑆) × (𝑆𝑆+
𝑆)-order r-cyclic Toeplitz matrix in this article only needs (𝑆𝑆+𝑆) bit and The parameter 𝑆 

can completely describe the entire matrix, thereby reducing the storage space of the matrix. 
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4.2.Noise uncertainty based on propagation distance 

 

Underwater environment communication is much more complicated than terrestrial environment 

communication. In order to quantitatively analyze the uncertainty of underwater noise, this paper 

adopts the Markov chain Monte Carlo (MCMC) method [21] to capture the uncertainty of noise. 

The MCMC method is suitable for non-standard multi-variable forms, can realize dynamic 

simulation, and is usually used to obtain the probability distribution of underwater acoustic 

parameters. The model parameter space is explored by generating several independent parallel 

Markov chains, and the sample information is constantly updated to make the Markov chain 

converge in the high probability density area, which is the maximum posterior estimation in the 

Bayesian method [4]. Assuming that the application domain of underwater communication𝑆 ∈
𝑆, the distance domain𝑆 ∈ 𝑆′, and the environmental domain𝑆 ∈  𝑆. 

Noise itself is a kind of random process. This article regards noise as a random variable 

𝑆 belonging to the application domain 𝑆. Available from Bayesian theory 

                                                             𝑆(𝑆|𝑆) =
𝑆(𝑆|𝑆)𝑆(𝑆)

𝑆(𝑆)
𝑆𝑆(𝑆)𝑆(𝑆)                                                           

(23) 

where, 𝑆(𝑆) is the normalization factor, and 𝑆(𝑆|𝑆) is the likelihood function of 𝑆(𝑆|𝑆). If 
the data vector in the distance domain is expressed as 𝑆 = 𝑆′(𝑆) +𝑆, where 𝑆′(𝑆) = 𝑆(𝑆)𝑆̅, 

𝑆 is the error term that obeys the normal distribution (0, 𝑆̅), and 𝑆̅ is the covariance. Then the 

likelihood function is 

                                             𝑆(𝑆, 𝑆̅, 𝑆̅) =
1

𝑆𝑆̅|𝑆̅|
exp {−[𝑆−𝑆(𝑆) 𝑆̅ ]Θ 𝑆̅

−1[𝑆−𝑆(𝑆) 𝑆̅ ]}                             

(24) 

where, 𝑆̅ represents the number of data points, the superscript Θ is the conjugate transpose, the 

transfer function 𝑆(𝑆) can be obtained from the underwater acoustic propagation model [4], 𝑆̅ 

is the underwater noise source, and the uncertainty of the data can be obeyed independent and 

identically distributed error  𝑆̅ = 𝑆𝑆 is described. When 
𝑆 log𝑆

𝑆𝑆̅
= 0, 

                                                                                 𝑆̅𝑆𝑆 =
𝑆𝑆𝑆(𝑆)

‖𝑆(𝑆)‖2
                                                                           

(25) 

Substituting equation (25) into equation (24), the likelihood function becomes 

                                                                   𝑆(𝑆,𝑆) =
1

𝑆𝑆̅𝑆𝑆̅ exp (−
Φ(𝑆)

𝑆
)                                                             

(26) 

where, the objective function is 

                                                                 Φ(𝑆) = ‖𝑆‖2 −
|𝑆𝑆𝑆(𝑆)|

2

‖𝑆(𝑆)‖2
                                                                      

(27) 

Therefore, the product is calculated by formula (26), and the covariance is regarded as a 

redundant parameter. 

                                                                  𝑆(𝑆) = ∫ 𝑆(𝑆,𝑆)𝑆(𝑆)𝑆𝑆
∞

0
                                                                  

(28) 

where, 𝑆(𝑆) =
1

𝑆
, so the likelihood function can be written as equation (29). 
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                                                                          𝑆(𝑆) =
(𝑆̅−1)!

𝑆𝑆̅Φ(𝑆)𝑆̅
                                                                             

(29)  

Formula (30) can be obtained from the above derivation and the Bayesian model averaging 

method. 

                                                 𝑆(𝑆|𝑆) = ∫𝑆(𝑆,𝑆|𝑆) 𝑆𝑆 = ∫𝑆(𝑆|𝑆,𝑆)𝑆(𝑆|𝑆)𝑆𝑆                                     

(30) 

If 𝑆 contains all the uncertainties, and all the information in 𝑆 is mapped to 𝑆, then there is 

𝑆(𝑆|𝑆,𝑆) = 𝑆(𝑆|𝑆). 
Traditional statistics describing noise include probability density function, mathematical 

expectation, variance or power spectrum and other statistics. The power spectrum is uniform 

noise, that is, white noise, which is not suitable for complex dynamic underwater environmental 

noise. At present, in the uncertainty research of underwater numerical simulation, the variance of 

the variable is generally defined as a measure of uncertainty [21], but the variance is not a 

general uncertainty measurement function and has limitations. Therefore, this article will 

introduce information entropy in information theory to quantitatively analyze the uncertainty of 

noise. For a continuous variable 𝑆, the information entropy 𝑆 is defined as [22] 

                                                       𝑆(𝑆) = −∫𝑆(𝑆)𝑆𝑆𝑆(𝑆)𝑆𝑆                                                              

(31) 

From equation (30) and equation (31), the information entropy of the applied domain 

noise variable u can be obtained as 

                                       𝑆𝑆(𝑆) = 𝐻(𝑆(𝑆|𝑆)) = −∫𝑆(𝑆|𝑆)𝑆𝑆𝑆(𝑆|𝑆)𝑆𝑆                                           

(32) 

 

4.3.Lower bound of key length after confidentiality enhancement 

 

Corollary 1 [10] Let 𝑆𝑆𝑆 be an arbitrary probability distribution, let 𝑆 be a specific value of 𝑆 

observed by the adversary, if the adversary's Renyi  entropy 𝑆(𝑆|𝑆 = 𝑆)) of 𝑆 is at least 𝑆, 

and node A and node B chooses 𝑆 = 𝑆(𝑆) as its key, where 𝑆 is randomly selected from the 

global hash function class from 𝑆 to {0,1}𝑆,𝑆 ∈ 𝑆, then 

𝑆(𝑆|𝑆, 𝑉 = 𝑆) ≥ 𝑆2(𝑆|𝑆,𝑆 = 𝑆) ≥ 𝑆−𝑆𝑆(1 + 2𝑆−𝑆) ≥ 𝑆−
2𝑆−𝑆

𝑆𝑆2
 

According to the literature [10], 𝑆(𝑆|𝑆) > 𝑆(𝑆). According to Theorem 2, 𝑆 =
𝑆𝑆

2
𝑆(𝑆|𝑆) >

𝑆𝑆

2
𝑆(𝑆), according to Corollary 1 

                                           𝑆(𝑆|𝑆,𝑆 = 𝑆) ≥ 𝑆−𝑆𝑆 (1+ 2
𝑆−

𝑆𝑆𝑆(𝑆)

2 ) ≥ 𝑆−
2
𝑆−

𝑆𝑆𝑆(𝑆)
2

𝑆𝑆2
                                         

(33) 

Let 𝑆′ =
𝑆𝑆

2
𝑆(𝑆) −𝑆 , from the above analysis, when 𝑆 <

𝑆𝑆

2
𝑆(𝑆) , the adversary’s 

uncertainty about the key 𝑆  is close to the maximum, that is, the adversary’s probability 

distribution about the key 𝑆 is close to Evenly distributed, node A and node B can obtain the key 

𝑆 at this time, which satisfies equation (34). 
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                                                                     𝑆 ≥
𝑆𝑆

2
𝑆(𝑆) +

2
𝑆−

𝑆𝑆𝑆(𝑆)
2

𝑆𝑆2
                                                                        

(34) 

The amount of mutual information between the information known by the adversary and the final 

key is 

                                                          𝑆(𝑆,𝑆𝑆) = 𝑆(𝑆) − 𝑆(𝑆|𝑆𝑆) ≤
2
𝑆−𝑆′

𝑆𝑆2
                                                       

(35) 

That is, the amount of information that the adversary knows about the key K is at most 
2
𝑆−𝑆′

𝑆𝑆2
, and 

it decreases exponentially with 
𝑆𝑆

2
𝑆(𝑆) −𝑆. 

Theorem 5 For any integer 𝑆𝑆 , there exists a positive number 𝑆′ < 1  and 𝑆  that makes 
(1−𝑆𝑆(𝑆) −𝑆)𝑆𝑆− ℘ a positive integer, where 𝑆𝑆(𝑆) is the noise calculated in Section 

4.2 The uncertainty of ℘ is the safety factor. A confidentiality enhancement agreement can be 

executed on an insecure channel. The specific parameters are as follows 

(𝑆𝑆,𝑆𝑆𝑆,2,𝑆′𝑆𝑆, (1−𝑆𝑆(𝑆) − Γ)𝑆𝑆− ℘,
2
𝑆−

𝑆𝑆𝑆(𝑆)

2

𝑆𝑆2
,𝑆) 

where, 𝑆 = max((1−𝑆′)
𝑆/2
, (

1

∑ 𝑆𝑆

2

Ω1
𝑆
2
Ω1=0

)𝑆′Ω1(1−𝑆′)
𝑆

2
−Ω1
) ,𝑆′   the error bit rate of the 

estimated information is the number of bits in each check block that the adversary is inconsistent 

with node A and node B, 𝑆 is the final key length extracted, and 𝑆(𝑆) is the Renyi  entropy of 

the original part of the secret string 𝑆, 𝑆𝑆 is the common string obtained during key negotiation 

between node A and node B. 

Proof. Let V be the random variable of the information about the original string S that the 

adversary eavesdropped on. A certain 𝑆 ∈ 𝑆 can be known from Definition 1, 𝑆2(𝑆|𝑆 = 𝑆) ≥
𝑆 ′𝑆𝑆, and 𝑆𝑆(𝑆) can be known from Eq. (32)  

                                                                𝑆 = (1−𝑆𝑆(𝑆) − Γ)𝑆𝑆− ℘                                                                   
(36) 

From Corollary 1: 

                                                              𝑆2(𝑆|𝑆,𝑆 = 𝑆) ≥ 𝑆−
2
𝑆−

𝑆𝑆𝑆(𝑆)
2

𝑆𝑆2
                                                                

(37) 

That is, 𝑆 =
2
𝑆−

𝑆𝑆𝑆(𝑆)
2

𝑆𝑆2
 in Definition 1. According to Theorem 4, the maximum probability of an 

adversary's active attack is 

𝑆 = max

(

 
 
(1−𝑆′)

𝑆

2 ,

(

 
 1

∑ 𝑆𝑆

2

Ω1

𝑆

2

Ω1=0
)

 
 
𝑆′Ω1(1−𝑆′)

𝑆

2
−Ω1

)
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In summary, the corresponding parameter values in Definition 1 can be obtained, and the 

confidentiality enhancement agreement in Theorem 5 can be obtained.  

 

V. Experimental results and analysis 

 

 

 
Figure 1. Adversary's uncertainty about the 𝑆𝑆 bit key string information 

 

Let the number of bits transmitted in each key negotiation process be 𝑆 = 300, and the number 

of key negotiation times 𝑆 are respectively 𝑆1 = 20,𝑆2 = 30,𝑆𝑆𝑆 𝑆3 = 40. The experimental 

results of the uncertainty of the adversary's information acquisition are shown in Figure 1. 

 

The three curves in Figure 1 all correspond to the uncertainty of the adversary's 𝑆𝑆 bit key 

string information when the number of key negotiation times is different under the condition of 

𝑆 = 300 . Among them, the horizontal axis represents the adversary's bit error rate in the 

underwater noise channel, and the vertical axis represents the adversary's Renyi  entropy of the nt 

bit key string information, that is, the uncertainty of the information. It can be seen from Figure 1 

that the fitting degrees of the three curves are all approximately linear functions, and the Renyi  

entropy of the adversary's information increases with the increase of the bit error rate and the 

number of key negotiations, indicating that multiple key negotiations can be Increase the 

uncertainty of the adversary to the key string and make the key more secure. 

 

Table 1: Expected value of the number of key execution agreements N' 

Frequency 𝑆 = 0.001 𝑆 = 0.0015 𝑆 = 0.002 

𝑆1 = 20 19.99 89.41 399.81 

𝑆2 = 30 89.11 841.18 7940.54 
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𝑆3 = 40 396.23 7887.04 156994.80 

 

 

When the bit error rate 𝑆 of node A and node B and the number of key negotiation times t take 

different values, the expected value of the number of times the key is established to execute the 

agreement N'is shown in Table 1. 

 

It can be concluded from Table 1 that the expected value of 𝑆′ is related to the bit error rate 𝑆, 

the number of times 𝑆, and the length of the key string 𝑆. When 𝑆 = 0.001, the execution 

efficiency of the agreement is the highest. In underwater acoustic communication, the maximum 

data transmission rate can reach 10 kbit/s [23]. When 𝑆 = 300,𝑆 = 20,𝑆′ = 19.99, the total 

number of bits transmitted by the key agreement is 119940 bits, and the lower bound of the total 

length of the key string generated after confidentiality enhancement is 117331 bits. The upper 

bound is 2609 bits, and the required time is 11.99s. It shows that under the current technical 

conditions, the agreement is feasible. 

 

VI. Conclusion 

 

In this paper, an interactive key extraction protocol based on Goelian coding and a 

confidentiality enhancement protocol based on the r-cyclic Toeplitz matrix under the uncertainty 

of ocean noise are designed to form a secure communication scheme based on the uncertainty of 

the underwater noise channel. Theoretical analysis and experimental results show that this 

scheme is not only safe and reliable, but also has high communication efficiency and low 

communication overhead. At the same time, it reduces the storage space of the matrix, improves 

the storage efficiency of confidentiality enhancement, and obtains the confidentiality 

enhancement key string lower bound of the length and the upper bound of the adversary's 

information about the key string. 
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