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Abstract: 
 
Considering the importance of energy in our lives and its impact on other critical 
infrastructure, this document begins with the full lifecycle of big data and breaks down risk 
factors on the security and privacy  of  big data into 5 stages: data collection, data 
transmission,  storage, data use and data destruction. Integrated into the consideration of the 
cloud environment, this document analyzes the risk factors of each stage in detail and 
establishes a system of data energy security and confidentiality risk assessment metrics. 
According to different degrees of risk impact, the AHP method is used to give weights to the 
indices, a genetic algorithm is used to optimize the initial weights and thresholds of the BP 
neural network, then optimized weights and thresholds are assigned to the BP Neural 
Network and the evaluation samples in the database are used to train it. The trained model is 
then used to evaluate a case to verify the applicability of the model. 
 
Keywords: Risk Assessment, Cloud Environment, Energy, Big Data, Cloud Model etc. 
 

1. INTRODUCTION 

In the era of big data, the application of big data technology in the energy sector is a trend 
that promotes industrial development and innovation. The extensive application of big data 
technology in the energy sector and the extensive integration of energy production and 
consumption and the related technological revolution with the concept of big data will 
accelerate the development of the energy industry [1]. 
 
With the implementation of  global energy big data strategy, the rapid development of 
"Internet Plus" smart energy, and the comprehensive construction of intelligent energy 
layouts, the energy industry is more widely distributed, more data collection points, more 
data types. Complex business relationships, and a wide range of data usage and users [2]. So 
while it brings convenience, it also poses a risk to big data management in the energy sector. 
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Due to the critical infrastructure of each country, energy is inevitably a priority target during 
cyber warfare. Increasingly frequent energy security and privacy incidents, such as the 
"Ukraine power outage" and the "Stuxnet virus" attack on Iran's nuclear facilities, have made 
big data available and connectable carriers [3]. Using the big data value information obtained 
by the attack, the power distribution of the target site is analyzed, and the key data such as 
monitoring, early warning information  and operation instructions from the key node are 
falsified, resulting in a power system failure or major security accident. 
Therefore, management research based on big data in the energy field is highly evaluated by 
scientists all over the world. Given the vast amount of data and management details in the 
energy industry, scientists are now in a variety of technical and non-technical ways, 
including establishing large data layers for storing and processing renewable energy data. We 
manage data and design architecture through means [4] and establish an energy big data 
processing system that supports distributed memory computing [5].  
 
Big data security and privacy research found that most scientists use a single risk assessment 
model, including: Analytic Hierarchy (AHP), Factor Analysis, Gray Theory [6], Fuzzy 
Evaluation Method [7], and Cloud Model [8]. 
 
Such methods are based on statistical theory and cannot completely escape the influence of 
subjectivity and theoretical assumptions. In recent years, machine learning has become an 
important research tool in the field of security and privacy [9]. When using machine learning 
methods for risk assessment and prediction, the accuracy is often superior to that of 
traditional statistical methods [10]. Popular machine learning methods include neural 
networks, SVMs, and clustering algorithms; The BP neural network is the most widely used 
neural network in risk prediction and assessment [11], but it is easy to fall into a local 
minimum in practical applications [12]. Therefore, researchers often use other algorithms to 
improve the accuracy of predictions and assessments. For example, Zhang (2021) established 
a regression model through the BP network and used the PSO algorithm to optimize the 
connection weights to evaluate the slow convergence of the BP network, in order to improve 
the accuracy. of outbreak prediction [13]. Wang (2019) et al. used the LM algorithm to 
improve the performance and accuracy of the traditional BP neural network, and at the same 
time provide an effective theoretical basis and modeling method for predicting the risks of 
electrical communication networks [14]. This greatly improves prediction and assessment 
accuracy, but a review of the relevant literature shows that analyzing the significance of the 
impact of the indicators is often overlooked. Therefore, in this paper, based on the 
consideration of machine learning, according to different degrees of risk impact, the AHP 
method is used to determine the weight of the index, overcoming the lack of subjective 
consideration in previous studies [15]. Neural network optimization genetic algorithm BP  
(here in after referred to as GABP) with better prediction and evaluation efficiency is used to 
evaluate [16], which is a successful attempt to realize the combination of energy fields and 
deep learning. Moreover, for the security and privacy risk assessment of energy big data, the 
current literature pays more attention to theoretical analysis and lacks a relatively perfect 
evaluation reference system. Starting from the full lifecycle of big data and considering the 
cloud environment, this article establishes an energy big data privacy and security risk index 
system, which enriches theory foundations and frameworks in the field to some extent. 
 
2. THE INDEX SYSTEM OF SECURITY AND PRIVACY RISK ASSESSMENT OF 
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ENERGY BIG DATA IN CLOUD ENVIRONMENT 

2.1 Principles for the Construction of the Index System 

During the  risk assessment, the probability of the occurrence of the risk, the extent of the 
loss  and other factors should be comprehensively considered in order to obtain the 
probability and extent of the occurrence of systematic risk, determine level of risk  and then 
decide whether to implement the corresponding control measures and to what extent [17].  
 
Therefore, the building of a risk assessment index system needs to follow the principles of 
completeness, science, representation and feasibility, selection of representative risk factors 
in a scientific manner, risk quantification is based on  practical principles and strives to 
demonstrate a level of risk management, comprehensively and accurately. 
 
2.2 Identification of Risk Factors  

Managing data security is the most significant risk faced by big data applications. Although 
big data is stored centrally, which is convenient for data analysis and processing, the loss and 
damage of big data due to poor security management will lead to catastrophic disaster. Due 
to the development of new technology and new activities, privacy violations are not limited 
to physical and forced invasions, but originate in more sophisticated ways through a variety 
of other data and the security and data privacy risks posed by this will be more than serious 
[18].   
 
Compared with the Internet and previous computer technology, the application advantage of 
big data in the cloud environment is more obvious. Big data platform has strong sharing 
ability, can manage the security of usage information and improve resource efficiency. The 
construction of cloud platforms and system applications has strict standards. Cloud 
computing technology provides more comprehensive technical support and makes privacy 
management more reasonable, in line with the level of technology development in the new 
era [19]. But from another angle, it is under the influence of the sharing features of the cloud 
platform, that part of the information is easily exposed, creating an opportunity for some 
illegal intrusions. Therefore, we must pay special attention to its risks.   
 
Based on Xu [20], Tawalbeh [21] combined with the analysis of related cases and 
consultation with experts, this article follows the principle of setting the above evaluative 
index, combined with the development characteristics. Development of big data security 
energy and consider the impact of the cloud environment. From the perspective of the entire 
big data lifecycle, this document summarizes the current privacy risks of cloud computing 
and big data and breaks down the risk assessment factors into five phases: data collection, 
data transmission, data storage, data use and data destruction, for a total of 22 clues, as 
shown in Table 1. 
 
2.3 Index Quantification 
In terms of data collection, to quantify the security and privacy risk indicators of big energy 
data, this study introduces the concept of level of risk. Depending on the probability of 
occurrence and level of loss of each risk indicator, the product of the probability and the 
degree of loss is used as a reference standard to quantify the level of risk and the specific 
value of the risk, can reasonably be changed around the product. The quantification of 
probability and degree of loss  can be divided into 5 levels: very high risk (5 points), high 
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risk (4 points), medium risk (3 points), low risk (2 points) and very low risk (1 point).  
R = P ∗ L                                                               (1) 

 
In formula (1), P is the probability of occurrence and L is the degree of loss.  
 
The normalized input value is multiplied by the corresponding weight of each index as  input 
to the neural network for training, combined with the output value; the level of risk 
assessment achievable, as shown in Table 2. 
 
Table 1. Security and privacy risk assessment index system based on the whole life cycle of 
energy big data. 

Risk Factors 

Data Collection 

A 

Data Transmission 

B 

Data Storage C Data Used D Data Destruction 

E 

1. Software and 
hardware fault 
risk A1 

2. Damage or 
consumption 
risk of energy 
infrastructure 
A2 

3. External 
malicious attack 
A3 

4. Irresistible force 
risk A4 

 

1. Malicious 
intercepting risk 
B1 

2. Malicious 
tampering risk 
B2 

3. Data distortion 
risk B3 

4. Access control 
risk B4 

5. Cloud platform 
risk B5 

 

1. Sleeping data 
risk C1 

2. Quality of data 
input risk C2 

3. Data leakage 
risk C3 

4. Management 
data 
destruction 
risk C4 

5. Virus 
intrusion risk 
C5 

1. Multi 
source data 
fusion risk 
D1 

2. Privacy 
awareness 
of business 
personnel 
D2 

3. Data 
parsing risk 
D3 

4. Data 
regulatory 
risk D4 

5. Manage 
authorizatio
n risk D5 

1. Data residual 
risk E1 

2. Data backup 
risk E2 

3. Termination of 
cloud service 
agreement risk 
E3 

 

 
 

Table 2.  Risk assessment level. 
Risk level Meaning 
First class 
(0 ≤ R ≤ 0.2) 

The risk level is very low, so it is not necessary to pay special attention to 
it. The plan and general prevention can be made. 

Second class 
(0.2 < R ≤ 0.4) 

The risk level is low, the plan and general prevention should be made 
and need to be checked regularly. 

Third class 
(0.4 < R ≤ 0.6) 

The risk level is medium; the major risk factors should be paid attention 
to in combination with the specific  situation and the corresponding 
counter measures should be formulated. 

Fourth class 
(0.6 < R ≤ 0.8) 
 

The risk level is high; it is necessary to pay attention to all the risk factors 
that may threaten the security of energy data, formulate the process 
sequence after the occurrence of the risk according to the importance 
degree  and track the inspection and evaluation. 

Fifth Class 
(0.8 < R ≤ 1.0) 

The risk level is very high; if necessary, it can be stopped and maintained 
and the comprehensive inspection and special evaluation should be carried 
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out immediately and can be continued after improvement. 

 
 
3. ASSESSMENT MODEL OF ENERGY BIG DATA SECURITY AND PRIVACY 

RISK IN CLOUD ENVIRONMENT 

3.1. AHP Method 

In the existing BP neural network part of the process, all  risk factor types are defaulted to the 
same level of impact, without strict segregation, which is not favorable for designing neural 
network modeling.  
 
Considering the particularity of energy and privacy big data security risks, quantitative 
analysis may not reasonably determine the actual impact of the indicators. Therefore, the 
AHP method is used to give weights to the clues in this article  and the various elements of 
the complex problem are divided into linked and ordered levels to make them. According to 
the structure of subjective judgment about a given objective fact, the opinions of experts and 
the results of the objective judgment of analysts are directly and effectively combined and 
the importance of a pairwise comparison of quantitatively described single-level items.  
 
Therefore, after setting up the privacy index system and assessing the energy big data 
security risks, according to the degree of influence of each risk factor, the Delphi method is 
used to invite the expert quantifies the importance between them  and the AHP Method is 
used to give corresponding weights for the 22 indicators. 
 
a) Construct the judgment matrix. The judgment matrix A=(aij) n*n is established by pair 

wise comparison. In order to make the judgment quantitative, the quantitative scale is 
given for the evaluation of different situations. The scale specification is mention in Table 
3. 

 
b) Simply calculate the Eigen value and Eigen vector by the square root method and 

calculate the product of elements in each row of judgment matrix. 
 
C.I. ≤ 0.10 represents that the judgment matrix is consistent. With the increase of value n, the 
judgment error will increase, so the influence of n should be considered when judging the 
consistency and the random consistency ratio C.I/R.I should be used, where R.I. is the 
average random consistency index. Table 3 represents the average random consistency index 
test values obtained by the judgment matrix. 
 
3.2 BP Neural Network 

BP neural network is a type of multilayer neural network, proposed by Rumelhart in 1986. It 
is one of the most widely used neural network models today. It can learn and store a large 
number of input-output model mapping relationships. Its learning rule is to use the steepest 
descent method to continuously adjust the weights and thresholds of the network by back 
propagation, in order to minimize the mean square error of the network. It usually consists of 
an input layer, a hidden layer and an output layer [23] and its network model is shown in 
Figure 1. 
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In BP neural network, the mean square error E is used as the index to judge the training 
performance of the model. The principle of minimizing the mean square error by adjusting 
the network weights is shown in formula (9), where e is the network error vector, yi  is the 
model output, and ti is the target output. 
 

Table 3.  Scale specification. 

 
 

 
 

 

 
Figure 1. Structural model of neural network. 

 
Compared with binary encoding, real encoding can greatly reduce the encoding length and 
avoid subsequent decoding, with high accuracy. A series of parameters that need to be 
optimized, such as  connection weights, hidden layer node thresholds and output layer node 
thresholds, are encoded by the actual control matrix with a range of values [1,1]. After 
coding, selection, crossover and mutation were performed. These three activities are based on 
the fitness value calculated by the fitness function as the benchmark. The smaller the value, 
the greater the fitness value and the better the individual.  
 
In the selection operation, the most common roulette method is used. The probability that 
each individual is selected is proportional to its fitness value. N represents the size of the 
population, Fi represents the value of the fitness function of individual i and pi represents the 
probability that the ith individual will be selected. The calculation is as follows:  
(1) Use AHP method to process data. 
(2) Determine the topological structure of BP neural network. 
(3) After the weights are given by AHP, determine the input  and output sample set and test 

sample set of training. 
(4) The network parameters to be optimized are real-coded to form their own chromosomes. 
(5) Determine the parameters of selection, crossover and mutation. 
(6) Set the population size popu. 
(7) After inputting samples, each chromosome produces corresponding output after network 

transmission. 
(8) The fitness value of each chromosome is calculated by fitness function and the selection 

operation is carried out according to the fitness value. 
(9) A new generation of population is generated by crossover and mutation. 
(10) Repeat steps 6–8 until the fitness value of the optimal individual and the fitness value of 
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the population do not rise within the specified number. Use arithmetic hybridization as 
formula (13), one  individuals are obtained using a linear match between the two, where 
d is a random number with a uniform distribution in [0,1]. 

 

3.3. Construction of AHP-GABP Model 

Compared with the traditional BP neural network, the GABP model uses a genetic algorithm 
to optimize the weights and thresholds of the network, and this process can optimize the 
prediction performance of the BP neural network to some extent. At the same time, using the 
AHP method to determine the weight of the indicator can better disadvantage of network 
complexity, thus reducing effectiveness of training [25]. For the multi-input single-output 
network model established in this paper, in order to increase the approximation  and 
convergence effects and reduce the oscillation during simulation, the number of hidden layer 
nodes is determined by referencing the refer to equation (15) and combine with the  
simulation results of real numbers. 
 

 
Figure 2.  AHP-GABP flowchart. 

4. PARAMETER SETTING  
This study uses a feed-forward network to generate a function, train lm to train the function, 
logic to transfer the function, sigmoid to activate the function, and MSE to represent the error 
E. Training time is 100, scale learning  is 0.01 and  training target error  is 0.01. For the 
genetic algorithm part, the number of populations is set to 100, the maximum evolutionary 
algebra is set to 100, the variable precision is 1e 6, the crossover probability is 0.8, and the 
mutation probability is 0.2. 
 
4.1.Training Results  
After reading the literature and cases on the security and privacy risks of energy big data, a 
total of 44 samples were collected, including 36 training samples and 8 testing samples. 
Some of the training data is shown in Table 4. Model training was achieved by programming 
MATLAB and developing the Goat Genetic Algorithm Toolkit. The training data is entered 
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into the program and the convergence curve of the BP neural network optimized by the 
genetic algorithm is shown in Figure 5. From the figure, it can be seen that the algorithm of 
the BP neural network is optimized after optimization. An optimal path optimization solution 
when iterating the population  about 60 generations, this shows the superiority of the genetic 
algorithm in neural network weight and BP threshold optimization. We can also see that the 
optimal function tends to be stable when iteratively close to 70 generations. 
 

The BP neural network and the optimized genetic BP neural network are compared and their 
error values calculated. The final experimental results are shown in Table 5. Through 
analysis and comparison, in 8 groups of samples, predicting AHPGABP has significant 
advantages over predicting BP, with larger error than small, cycle time. Shorter evaluation 
period and more improved evaluation performance. As shown in Table 5 and Figure 5, the 
genetic algorithm-optimized BP neural network improves the shortcomings of the BP neural 
network, thereby greatly improving the predictive power of the neural network. At the same 
time, the application evaluation results of the genetic algorithm optimization BP neural 
network in the security and privacy risks of energy big data  are basically consistent with the 
actual evaluation results of experts, shows that the training network has high accuracy. 
 
4.2. Model Applications 

4.2.1. Background  

Power Grid System Z uses energy big data information to provide data services related to 
economic development. It can provide more reliable data support for poverty alleviation 
effectiveness assessment, credit assessment, census, pollution monitoring and work 
continuation assessment. According to the energy big data privacy and security risk 
assessment index system designed above, the comprehensive privacy and big data security 
risk assessment steps of the power grid this is as follows: 
 

 
                                      Hidden Layer                                      Output Layer 

Figure 3. MATLAB structure. 
 

 

Table 4. Training samples. 
 1 2 3 4 5 6 7 8 

A1 0.7029 0.502
0 

0.6034 0.652
6 

0.552
2 

0.6024 0.6024 0.553
2 

A2 0.3784 0.851
4 

0.9933 1.040
6 

0.662
2 

0.6622 0.6149 0.283
8 

A3 0.5401 0.270
0 

0.7199 0.810
0 

0.404
9 

0.2690 0.4500 0.180
0 

A4 0.3612 0.301
0 

0.4515 0.541
8 

0.240
8 

0.3010 0.3311 0.240
8 

B1 0.0516 0.034
4 

0.1290 0.129
0 

0.068
8 

0.0774 0.0688 0.043
0 
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B2 0.0748 0.040
8 

0.1088 0.136
0 

0.068
0 

0.0816 0.0476 0.047
6 

B3 1.4922 0.994
8 

1.9067 0.994
8 

1.492
2 

1.2435 1.0777 0.994
8 

B4 1.9100 2.196
5 

2.0055 1.146
0 

2.005
5 

1.2415 1.3370 0.955
0 

B5 0.4992 0.624
0 

0.5408 0.332
8 

0.582
4 

0.2496 0.4160 0.249
6 

C1 0.1854 0.432
6 

0.4326 0.154
5 

0.587
1 

0.3090 0.2781 0.216
3 

C2 0.0648 0.162
0 

0.1944 0.081
0 

0.243
0 

0.1134 0.1134 0.048
6 

C3 1.6300 1.630
0 

2.2820 1.630
0 

1.956
0 

1.7930 1.6300 1.467
0 

C4 1.8032 1.030
4 

2.0608 0.772
8 

1.288
0 

2.7048 1.8032 1.288
0 

C5 0.5130 0.513
0 

1.0260 0.461
7 

0.513
0 

0.9747 0.4104 0.410
4 

D1 0.2808 0.596
7 

0.6318 0.280
8 

0.315
9 

0.5265 0.2106 0.315
9 

D2 0.5136 0.353
1 

0.6741 0.321
0 

0.321
0 

0.6420 0.2247 0.224
7 

D3 0.1932 0.138
0 

0.2208 0.096
6 

0.082
8 

0.2346 0.0966 0.082
8 

D4 0.3108 0.414
4 

0.3626 0.233
1 

0.181
3 

0.4662 0.2072 0.207
2 

D5 0.2100 0.252
0 

0.1680 0.126
0 

0.168
0 

0.3360 0.1260 0.168
0 

E1 0.7434 0.289
1 

0.7847 0.495
6 

0.413
0 

0.5369 0.8260 0.413
0 

E2 0.1261 0.116
4 

0.1358 0.097
0 

0.058
2 

0.1358 0.1552 0.058
2 

E3 0.0156 0.011
7 

0.0312 0.015
6 

0.019
5 

0.0234 0.0546 0.023
4 

Outpu

t 

0.7813 0.755
8 

0.9149 0.601
2 

0.780
1 

0.7889 0.5989 0.456
9 

Risk 

Level 

4 4 5 4 4 4 3 3 

 

 
Figure 4. Fitness value. 
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Table 5. Comparison of training sample error between BP neural network and AHP-GABP 
neural network. 

 
 

 
Figure 5: Error comparison between predictive value and real value. 

 
Table 6. Weights of Risk Assessment 

 
 

4.2.2. Assessment Results  
In this study, three groups of related data collected by the power grid are selected. After 
training, the AHPGABP neural network model is set up. First, check that the pricing model 
makes sense. Second, a risk assessment is required. The assessment results shown in Table 6 
show that the risk level of the grid system is Level 1, similar to the normal risk level of the 
power grid system. Low level of risk, no special handling required and regular testing is 
carried out. It also shows that the AHPGABP algorithm is reasonable and correct in 
assessment and prediction, with high prediction accuracy, objective and fair evaluation 
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results, wide application range, and valuable application, high practical use. 
 
5.   CONCLUSION AND DEVELOPMENT SUGGESTIONS 

In summary, in the process of controlling energy big data privacy and security risks, the risk 
of every step cannot be ignored. Assuming that it comprehensively considers the cloud 
environment and risk factors, this document breaks down the security and privacy risks of 
big data the potential energy of each stage as completely as possible. Can follow the  big data 
lifecycle and use the AHP method to assign weights to the index, providing a benchmark for  
future energy big data research. At the same time, this paper optimizes the BP neural network 
model based on the assessment and tries to apply the AHPGABP method to assess the 
privacy and security risks of big data energy, which greatly reduces the risk. When randomly 
selecting the first weights and thresholds in the BP algorithm makes the model training easy 
to fall to the local minimum,  improves the accuracy of neural network model evaluation and 
prediction, and realizes the application of the AI-related knowledge in the energy sector. 
The AHPGABP model was applied to evaluate the security and privacy of energy big data, 
and the evaluation results were good. Based on case studies and expert interviews, the 
following development recommendations are summarized for general energy big data 
privacy and security risks. 
 
Pay Attention to the Security of the Whole Life Cycle of Energy Big Data 
Energy big data stems from  production and management and operations data, and protecting 
that data must focus on the entire data collection, transmission, storage, use, and destruction 
lifecycle. From policy and system requirements to management and engineering controls, we 
must comprehensively assess the risk of critical data and develop targeted protection 
strategies at all levels.  

 
Strengthen Technical Protection of Energy Industry Based on Big Data Security 

The energy industry should deploy comprehensive threat early warning technology based on 
security big data, breaking with traditional practices and being more active in detecting 
potential security threats. The advent of big data analytics technology in threat detection can 
more comprehensively detect attacks against data assets, software assets, physical assets, 
personnel assets, and so on, service assets and other intangible assets that support operations 
[26]. At the same time, it is possible to expand the scope of analysis content. The threat 
analysis window can cover several years of data, so the threat detection is stronger and can 
respond to the attack effectively [27]. 
 
Consider Security and Privacy Issues from a Strategic and Long-Term Perspective 
Big data presents opportunities and challenges for the energy industry. The more widely it is 
applied, the more value it brings. The concept of security management focusing on data 
security will change traditional working ideas [28]. We need to recognize new changes, new 
features and new trends in big data security, and thoroughly analyze the remaining issues of 
big data security in the current situation. In order to ensure that the big data energy 
information safety development strategy is suitable for the national conditions and is 
continuously improved, it is necessary to have a plan to provide the main focus of big data 
application, technology research and development. With the rapid development of cloud 
computing and continuously improving the digital level, the energy big data privacy and 
security risk assessment index system can be further improved. At the same time, with the 
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abundance of data indicators and training models, the model proposed in this article can also 
be better optimized and extended to other fields for evaluation and prediction, more precisely 
in the future. 
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