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Abstract: - The CRVSM has been built using the Java programming language and Map 

Reduce, and tests on a dataset of 1.4 million emails have been done. False Positive Rate 

(FPR), False Negative Rate (FNR), Detection Accuracy (DA), Spam Detection Time 

(SDT), Spam Detection Rate (SDR), Network Service Ratio (NSR), and Overall 

Throughput were used to measure CRVSM performance (OT). With improved detection 

accuracy and in less time, CRVSM reduces the FPR and FNR values while detecting 

spam emails in vast spaces. To get the best collection of features and lower the 

dimensionality of the feature space, a unique improved Optimized Feature Selection 

Protocol (OFSP) has been developed. It works in four phases: Feature Selection Phase, 

Normalization Phase, Score Assignment Phase, and Optimal Feature Selection Phase. 

OFSP is a hybrid rule-based technique that combines two well-known feature selection 

approaches for email spam filtering. The Optimized Vector Search Algorithm (OVSA) 

is a tool used by OFSP to generate dynamic threshold values. The effectiveness of 

OFSP was examined through experiments to determine its false positive and false 

negative rates, detection accuracy, and spam detection time. The outcomes demonstrate 

that, by obtaining extremely strong performance and producing optimum results, OFSP 

surpasses CRVSM and PEP. In addition to the experimental investigation, the time 

complexity of the CRVSM, PEP, and OFSP procedures has been examined using 

complexity analysis. Results demonstrate that OFSP performs better than CRVSM and 

PEP protocols by generating much less overhead. 
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1. Introduction: - According to reference [1], cyber-risk is the threat or crime related to 

a hostile event brought on by a malware assault in cyberspace that results in disruption 

and financial loss. Security risks including spamming, hacking, and phishing are 

common examples of it. Hackers deftly infiltrate online networks and abuse user data, 

including credit card information, leading to significant financial loss. According to 

studies, financial losses as a result of cyber attacks might total $20 trillion by 2020. 

Symantec software suffered a loss of $50,000 in 2012 as a result of a cyber exaction 

assault. 

According to reference [2], cyber-security is a significant contributor to the financial 

risk of an enterprise. Reference [2] has created a Copula based Bayesian Belief 

Network (CBBN) model for assessing and cataloguing a company's cyber-risk. 

Reference [4] created an analytical approach to fend against cyber security risks. Using 

a model [5] are able to fight against cyberattacks that take use of space-based assets. 
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Reference [6] looked at whether cyberattacks constitute cyber warfare. Many additional 

researchers have successfully completed their work on guarding against cyber attacks 

[7-8]. 

Effects of Email Spam 

 
Due to its clear lack of expense for message transport, email communication [9] is the most 

important and convenient method of communication [10]. Simple Mail Transfer Protocol 

(SMTP), which is described in RFC 821, is the protocol used by email users to send and 

receive messages. Email senders utilise the Multipurpose Internet Mail Extension (MIME) to 

deliver messages as plain text, which anybody may format. Email is therefore subject to spam 

assaults because of this. In Figure 1.1, the operation of an email is depicted.  

 

 
Figure 1.1 The Email System 

 

Three parts make up the email system: the mail programme, mail server, and mailbox. The 

client-side application that enables reading, managing, and email composition is called the 

mail programme. Emails are received, stored, and delivered via the mail server. Emails 

are stored in folders called mailboxes. Let's say node A wishes to email node B. Node A 

uses a mail application to create and send the email, which is then sent to Node B's mail 

server over SMTP. Now that the email is stored on node B's mail server, node B may 

access it whenever it becomes accessible. 

Spam emails, also known as suspicious, informal, and fraudulent emails, are unsolicited 

emails sent for a variety of reasons [11]. The definition of SPAM [12] is "Signal Processing 

to Analyze Malware." The most well-known type of cyber assault is email spamming [13], 

which heavily utilises cyber resources like memory, network bandwidth, computing power, 

etc. Web spam [14], public network spam, and email spam are diverse types of spam [15], 

Voice over Internet Protocol (VoIP) spam, instant messaging on mobile phone spam and 

Usenet newsgroup spam [16].Spam emails take different forms that are listed below: 

 Unsolicited Advertisements [16] 

 Nigerian 419 Scams [17] 

 Phishing Scams [18] 

 Trojan Horse Emails [19] 

 Email Spoofing [20] 

 Anti-Virus Spam [21] 

 Commercial Advertisements [22] 
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 Political Or Terrorist Spam [23] 

 Chain Letters [24] 

 Porn Spam [25] 

The email spam filtering techniques covered in this chapter each have advantages and 

drawbacks. In order to look for any similarities, content-based filtering compares the email 

content with a user profile. Filters that are content-based offer several benefits. The following 

is included in this: Effective use of online filtering results in fewer detectors being used, 

better efficiency, ease of deployment, accurate detection at a lower cost, and suitability for 

huge datasets, reduces the mistake Content-based filters have a few drawbacks: they produce 

few false positives and false negatives, need a lot of memory, necessitate frequent rule 

updates, produce a lot of false positives and negatives, are computationally complicated, 

execute slowly, demand correct datasets, and are time-consuming.  

Non-content-based filters include email's non-content in their definition of spam. Filters that 

are not content-based offer certain advantages. This involves being quick and effective, and 

usable for big datasets. Filters that are not based on content have several drawbacks. This 

involves producing a lot of false positives and false negatives and being computationally 

difficult. Source-based filters create lists of email addresses and filter data by looking at the 

sender information in these emails. The benefits of source-based filtering are numerous. This 

covers the following: flawless authentication and minimal system resource consumption that 

lowers costs. Source-based filters come with certain drawbacks. This includes the fact that 

email address spoofing is simple to execute, produces many false positives, is more costly, 

and spreads spam backwards.  

In order for collaborative filters to function, a group of users must agree on whether 

an email is spam or not. The benefit of collaborative filters is that they effectively filter out 

spam. Collaborative filters have certain drawbacks, including the introduction of false 

positives and the inability to trust user trust levels. 

 

3. APPROACHE:  

Collaboration between several agents is the main emphasis of collaborative filters, which 

shorten the time it takes to filter out spam emails. Autonomous filters increase the workload 

on a single system and delay the process of filtering spam emails. Consequently, selecting 

collaborative filters is strongly advised for identifying and removing spam emails. 

Researchers are motivated to concentrate on effective collaborative filters in order to increase 

the security and effectiveness of email transmission by the growing demand for email usage 

and the absence of completely safe procedures for filtering out spam emails. These 

cooperative filters, however, have their own restrictions because they couldn't offer total 

security. 

 

CONCLUSION:  
The features of incoming emails are recovered during feature extraction after being 

represented as vectors using a vector space model. A soft cosine similarity metric is used to 

compare the similarity of two separate emails during the similarity detection process. A 

reputation function is created during the collaborative reputation evaluation to evaluate the 

accuracy of the results from various reporters. 

CRVSM focuses on reputation-based detection of spam emails mainly at the receiver side in 

cyber space. This section describes the attacker model and the network model, section 3.2 
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describes the different phases of the proposed novel CRVSM protocol for detecting spam 

emails. 
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