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Abstract: Neurological diseases often manifest through various motor impairments, and gait 

analysis has proven to be a valuable tool for their early detection and prediction. Cerebellar 

ataxia, characterized by uncoordinated movements and postural instability, poses significant 

challenges for both patients and clinicians. This study focuses on predicting cerebellar ataxia 

based on impaired gait analysis, specifically targeting foot position abnormalities, through the 

application of an ensemble approach. 

 

1. Introduction 

Although the motor symptoms of cerebellar ataxia (CA) are the most well-known, numerous 

non-motor symptoms have also been reported [1]. Irregular actions and the inability to suppress 

urges are hallmarks of the psychiatric disorders known as impulse control disorders (ICDs). A 

well-known area of medical spe- cialization is neurological specialization [2]. The brain 

instructs the body on how to respond to events. Using this research, we can pinpoint the activity 

issue and determine the nervous system’s capacity. A disruption in a person’s activity rhythm 

may result in neurolog- ical diseases. Brain, spine and nerve damage are the focus of 

neurosurgery. Our specialists use neurosurgery to treat neurological diseases. Finding activity 

patterns [3] in the medical field is difficult. We must observe the patient’s motions in order to 

pinpoint the condition [4]. Issue identification and pinpointing the issue is very difficult in the 

early stage of neuro disease. A patient’s death could occur due to any failure in their medical 

care. 

In cross-sectional investigations, the prevalence of ICDs and related diseases ranged from 15% 

to 20% [5–7]; annual incidence was estimated to be around 10% [8,9], and after five years of 

the disease’s occurrence, the overall incidence reached over 50% [10]. These issues can also 

affect PD individuals whose dis- ease has been present for longer than five years. 

 

2. Literature survey 

 

On the alumni data set, the DT technique was applied [11]. The alumni data set was analysed 

and categorized using the WEKA tool. The tool for machine-learning algorithms is WEKA. 

Based on the choice of data set, it provides the result using established algorithms. They used 

the CRISP-DM approach and the WEKA tool. They contrasted different machine-learning 

methods, including all DT algorithms. The best method for creating a classification system is 

determined by comparing machine-learning algorithms like DT. The analysis of the alumni data 
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set revealed that the random forest algorithm outperformed other algorithms. 

The most common neurological condition that affects the central nervous system is Parkinson’s 

dis- ease (PD). The number of its sufferers has increased significantly, especially in 

underdeveloped countries. Trembling, diminished mental reaction and poor pos- ture are the 

earliest signs of PD. Almost ten million individsed with it as of this point, and it is a terrible 

medical ailment that is common in developed and developing countries. The disease’s primary 

origin is still unknown, however, based on the indications and symptoms it exhibits, it can 

be treated if caught in its early stages. There is currently no known cure or preventative measure 

for PD, and it is unclear if the condition is genetic or natural. Many clinical and blood 

investigations have been provided to aid in the PD diagnosis. Correctly diagnosing PD can be 

challenging, especially in the early stages. Occasionally medical professionals will request 

blood testing or brain scans to rule out the potential of other illnesses. 

 

3. Process flow of disease prediction 

This paper aims to present a revolutionary disease pre- diction method with five key phases, 

including 

• data preprocessing, 
• noisy data reduction, 
• extract feature, 
• select the proper feature, and 

• final classification. 

 

Table 1. Literature survey concepts. 

 

Ref. Approaches Methods used Drawbacks 

 
[1] IOT devices Microprocessor unit, Matlab Low accuracy using sensors 

[2–4] Machine learning SVM, KNN, DT It was only applicable to one subject 
and did not apply to several ailments 

[5] Machine learning Classification algorithms A single notion was 
used to identify the best classifier 

[6,7] Machine learning, Ensemble method AdaBoost This 
study established the effectiveness of the Gaussian-RBF kernel. However, this is not used in any programme 

[8] Machine learning SVM and DT Small database used 
[9–12] Machine learning Classification algorithms They only employed 
one sample, and in real-time circumstances, classification did not flow dynamically 

[13,14,15] Machine learning Tree structured algorithm Decision-making 
processes are lacking in some subjects that this research needs to include 

[18,23,25] Machine learning, Ensemble method SVM, encryption and 
fuzzy logic system Lacking to make grouping and 

integrate the self-adaptive features 

[28–30] Activity process mining Alpha algorithm Real-time dataset is missing 
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[31,32,38
] 

Machine learning Naive Bayes This study did not look into concerns 

   with development and mobility 

 

 

 

4. Processes of disease prediction 

We used CA data parameters as the training (discovery) cohort. We used cross-validation 

technique, which is shown in Figure 1, to objectively measure the 

  

 
 

Figure 1. Architecture of the prediction. 

performance analysis of the models. We divided the PPMI participants at random, placing 80% 

in the train ing set and the remaining 20% in the testing sample for the outer loop. We used a 

five-fold cross-validation approach in the inner loop to enhance the model hyper- parameters on 

the training set. The algorithms’ ability to fit the training set of data is controlled by these 

hyper-parameters. 

 

5. Data preprocessing 

 

 

 
 

Figure 2. The roadmap of the framework. 

specific scope, and the subcarrier signal curve should be steady. The signal curve has many 

burrs, and the volatility is high. To complete eliminating the outliers of the initial signal, we 

might alternatively utilize the classification function. 
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6. Experimental algorithm 

We used the same CA data set to apply the AdaBoost algorithm. The AdaBoost approach 

employs the three classifiers mentioned above. The ensemble performed numerous evaluations 

and then extracted the outcome. Accuracy is displayed along with the outcome as AdaBoost, 

which is a DT-like display. How-ever, the other associated values outperform the other 

approaches. 

 

 

 

Figure 3. The gait value analysis with x-axis. 

 

7. Conclusion 

Neurological conditions like sensory ataxia and CA have an important impact on the quality of 

life of patients; for this reason, early detection is crucial and essential. Wireless sensing without 

contact has been suggested in this research as a way to distinguish between the symptoms of 

the diseases. The benefits include increased comfort, reduced self-consciousness, and other 

things. The system’s convenience and cost advantage are its key benefits. 

This work put forth a technique for creating machine-learning models that use individualized 

labelling and impaired gait patterns to predict AoG accurately and quickly. This strategy 

produced models that performed better than other prediction literature models. Using artificial 

intelligence methods and clini- cal illness characteristics, we can design more effective AoG 

prediction models that give individuals with PD a method to stop the upcoming AoG via 

supplying anticipatory cueing. 

The data are initially preprocessed by taking away outliers and applying wavelet transform 

filtering, after which the required features are identified, and finally the model is trained using 

BP neural network, SVM and RF machine-learning methods. The experimental results 

demonstrate the effectiveness of the technical plan outlined in this study by demonstrating that 

most of the algorithms can reach approximately 90–98% prediction accuracy, accurately 
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distinguishing between sensory ataxia and CA. But, Adaboost is giving 99.6% accuracy to 

predict the neurological disease. It is giv- ing the best result compared to other machine-

learning algorithms. Next, a further investigation of C-Band wireless sensing technology’s 

application in healthcare 
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