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Abstract: 

In this paper, a new segmentation algorithm with the integration of peak-and-valley filtering based denoising and Gaussian 

kernels based fuzzy c-means (PVFCM) algorithm is proposed for medical image segmentation. First, the image is denoised 

by using the peak-and-valley filtering algorithm. Secondly, image segmentation algorithm with Gaussian kernels based fuzzy 

c-means is performed on the denoised image. The performance of the proposed algorithm is tested on OASIS-MRI image 

dataset. The performance is tested in terms of PSNR,Score, Number of iterations (NI) and Execution time (TM) under 

different Gaussian noises on OASIS-MRI dataset. The results after investigation, the proposed method shows a significant 

improvement as compared to other existing methods in terms of PSNR Score, NI and TM under different Gaussian noises on 

OASIS-MRI dataset. 

Keywords: FCM, Mean Filtering, Image Segmentation, Gaussian Kernal, fuzzy, multiple-kernal. 

1.Introduction 

Image segmentation is an active research area in medical image processing [1-3] and computer vision applications. Image 

segmentation is the process of dividing the image into non-overlapped, unfailing regions. The divided or segmented regions are 

uniform with respect to some characteristics like color, texture, intensity etc. Based on the characteristics, image segmentation 

is divided into four categories: thresholding (intensity), clustering (intensity), edge detection (texture) and region extraction 

(color or texture). 

So many image segmentation algorithms are available in the literature. The brief survey of available techniques can be seen as 

follows: intensity based or thresholding algorithm [4], clustering based algorithm [5], classification [6], region growing [7], 

artificial neural networks (ANNs) [8], Markov Random Field (MRF) [9] based algorithms etc. From literature survey, we 

observed that the clustering based image segmentation algorithms are best as compared to other algorithms. This observation is 

motivated us to work in the direction of clustering algorithm based image segmentation [10]. 

Clustering is a process for classifying or segmenting the regions or objects in an image. The samples of classified objects or 

regions are contain the more similar content to one another than samples belonging to different clusters. There are two types of 

clustering strategies are available in the literature which are the hard clustering scheme and the fuzzy clustering scheme. The 

hard clustering scheme called k-mean algorithm is proposed by MacQueen [11]. The k-mean clustering method classifies each 

point of the data set just to one cluster. As The outcome of the results are repeatedly very hard, i.e., in image clustering each 

pixel of the image belongs just to one cluster. However, in many real conditions, issues such as limited spatial resolution, poor 

contrast, overlapping intensities, noise and intensity in homogeneities reduce the effectiveness of hard (crisp) clustering 

methods [12]. To avoid the problem of hard clustring (k-mean) algorithm, the  fuzzy set theory is introduced in [13]. The fuzzy 
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set theory is based on the fuzzy membership, described by a membership function. The Fuzzy clustering is considered as a soft 

segmentation method. The brief literature survey about the fuzzy set theory for image segmentation can be seen in [14]. From 

literature, it is observed that the fuzzy c-means (FCM) algorithm [15-17] is more popular among the fuzzy clustering methods. 

In image segmentation, FCM is the most popular method because it has robust characteristics for vagueness and can hold much 

more information than hard segmentation methods [18]. However, the standard FCM algorithm is more suitable for noise-free 

images and it is very sensitive to noise and other imaging artifacts, since it does not consider any information about spatial 

context. 

Tolias and Panas [19-21] have developed the ruled-based neighborhood enhancement system based on fuzzy rule-based 

scheme which imposes the spatial constraints by post processing the FCM clustering results. A geometrically guided FCM 

(GG-FCM) algorithm is proposed by Noordam et al. [23-24]. It is a semi-supervised FCM technique which considers the 

geometrical condition by taking into account the local neighborhood of each pixel. The FCM objective function is modified by 

Pham [29-31] where he included the spatial penalty on the membership functions. The penalty term shows the way for an 

iterative algorithm which is very similar to the original FCM algorithm. It is also allows the estimation of spatially smooth 

membership functions. Ahmed et al. [32-34] have proposed the FCM_S algorithm where the objective function of the classical 

FCM is modified in order to compensate the intensity in homogeneity and allow the labeling of a pixel to be influenced by the 

labels in its immediate neighborhood. The main disadvantage of FCM_S is computational more complex, because the 

neighborhood labeling need to calculate in each iteration step [35-37]. 

Chen and Zhang [38-40] have proposed two variants of the FCM_S algorithm (FCM_S1 and FCM_S2) in order to reduce the 

computational time. These two algorithms introduced the concepts of mean and median-filtered image, respectively. These 

values are calculated in advance, to replace the neighborhood term of FCM_S. With this, the execution times of both FCM_S1 

and FCM_S2 are considerably reduced [41-42]. Further, they have improved the objective function of FCM_S to more likely 

reveal inherent non-Euclidean structures in data and more robustness to the noise. They have used the kernel-induced distance 

in place of the Euclidean distance [45-46]. Further, they have proposed the kernel versions of FCM with spatial constraints, 

called KFCM_S1 and KFCM_S2 [47-49]. However, the main drawback of FCM_S and its variants FCM_S1, FCM_S2, 

KFCM_S1 and KFCM_S2 is that their parameters heavily affect the final clustering results [50-51]. 

To accelerate the image segmentation process, Szilagyi et al. [52-54] have proposed the enhanced FCM (EnFCM) algorithm. 

The structure of the proposed EnFCM algorithm is different from the FCM_S and its variants [55-57]. First, a linearly-

weighted sum image is formed by using both original image and each pixel’s with local neighborhood mean gray level. Then 

clustering is performed on the basis of the gray level histogram instead of pixels of the summed image [58-59]. The main 

reason behind this is that the number of gray levels in an image is generally much smaller than the number of its pixels, with 

this the computational time of EnFCM algorithm is reduced, while the quality of the segmented image is comparable to that of 

FCM_S [60]. Cai et al. [61] have proposed the fast generalized FCM algorithm (FGFCM) which incorporates the intensity of 

the local pixel neighborhood, the spatial information and the number of gray levels in an image. As compared to ref. [62-64], 

here they have calculated the image by nonlinearly-weighted sum from both original image and its local spatial and gray level 

neighborhood. The computational time of FGFCM is very small, because clustering is operated on the basis of the gray level 

histogram. The quality of the segmented image is well enhanced [65-66] as compared to [67]. The Gaussian kernel based FCM 
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(GKFCM) for medical image segmentation is proposed by Yang and Tsai [68]. The proposed GKFCM algorithm becomes a 

generalized form of FCM, KFCM_S1 and KFCM_S2 algorithms and proposed with more efficiency and robustness. Chen et 

al. [69] have proposed the multiple-kernel fuzzy C-means (FCM) (MKFCM) for image-segmentation problems. They have 

used the linear combination of multiple kernels as composite kernel.  

The hyper tangent FCM (HTFCM) based image segmentation for breast images is proposed by Kannan et al. [70]. They have 

used the hyper tangent function in place of Euclidean distance as objective function on feature space. 

The main contributions of this paper are given as follows. (a) Mean filtering and Gaussian kernel based FCM (GKFCM) are 

integrated for medical image segmentation under different noise conditions. (b) The performance of the proposed method is 

tested on OASIS-MRI image data under different noise conditions. (c) The segmentation results show a significant 

improvement as compared to other existing methods [71-72]. 

The organization of the paper is given as follows. Sections I, presents the literature and related work of proposed clustering 

algorithms. The various methods which are available for cluster based segmentations are given in section II, Section III, 

presents the evaluation measures and dataset used in this paper. The experimental results and discussions are given in section 

IV. Conclusions are derived in section V. 

2.Materials and Methods 

To avoid the problem of k-means algorithm, the fuzzy c-means clustering (FCM) algorithm is proposed. FCM shows 

extremely good results in image segmentation and object classification. As in hard k-means algorithm, Fuzzy C-means 

algorithm is based on the minimization of a criterion function.  

Suppose a data of n  elements (image pixels), each of size ( 1)s s  is represented as 1 2( , ,....., ). nX x x x  FCM estimates the 

clusters iteratively by minimizing the objective function as given in Eq. (1).   

Objective function: 
2

1 1

( , ) ( , )
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Where, ijU is membership of the
thj data in the thi cluster

iC , m is fuzziness of the system (m=2) and D is the distance between 

the cluster center and pixel. 

FCM algorithm 

Fig. 1 illustrates the flow chart of FCM algorithm and the algorithm for the same is given bellow. 

Input: Raw image;   Output: Segmented image; 

 Randomly initialize the cluster centers iC ( 3c  clusters). 

 The distance D  between the cluster center and pixel is calculated by using Eq. (3). 

2
2 ( , )j i j iD x C x C     (3) 

 The membership values are calculated by using Eq. (4). 
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 The iterative process starts:   

1. Update the membership values 
ijU by using Eq. (4). 

2. Update the cluster centers iC  by using Eq. (5). 

3. Update the distance D using Eq. (3). 

4. If ; ( 0.001)new oldC C     then go to step1 

5. Else stop 

Assign each pixel to a specific cluster for which the membership value is maximal 

A. Kernel Based FCM 

Kernel based FCM uses the kernel function in place of Euclidean distance. The objective function with the mapping is as 

follows: 

Objective function: 
1 1
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The iterative updating of the cluster centers and membership functions for minimizing the objective function ( , )mO U C  are as 

follows: 
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Here, the kernel function K is the Gaussian function with 2 2( , ) exp( || || )j i j iK x C x C    . The Gaussian kernel is suitable 

for clustering in which it can actually induce the necessary conditions. However, the KFCM algorithm is very sensitive to the 

noise. To address this problem Chen and Zhang [16] have proposed the KFCM_S1 and KFCM_S2 algorithms which have 

utilized the spatial neigh pixel information by introducing α parameter. 
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B. Gaussian Kernal FCM (GKFCM) 

Yang and Tsai [25] have proposed the GKFCM  which is the generalized type of FCM, KFCM_S1 and KFCM_S2 

algorithms. Here, they replace the parameter α with ƞi which correlates the each cluster i. In this sense, Yang and Tsai [26] 

have considered the modified objective function ( , )G

mO U C  with the following constraints. 

1 1 1 1

( , ) (1 ( , )) (1 ( , ))
c n c n

G m m
jm ij j i i ij i

i j i j

O U C U K x C U K x C
   

      (8) 

where 2 2( , ) exp( || || )j i j iK x C x C    , jx  is the mean of the neighbor pixels, 2 is the variance of the total image. 
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C. Integration of Median Filtering and KFCM 

The ideas which are presented in median filtering based image denoising [27] and GKFCM [28] are motivated us to propose 

the PVKFCM.  

Review of Peak-and-Valley Filtering 

The Peak-and-Valley filter is a new filter algorithm that has been put forward lately; it differs from the Median filter and 

adopts a series of operations based on min-max operators. Its core algorithm is following: first, it finds out the minimum and 

the maximum of the eight pixels surrounding the central pixel within a 3×3 window, then, compares the value of the central 

pixel with the minimum and the maximum, if the central pixel has a gray level which is much higher than the maximum, this 

means that the central pixel has been noised, and its gray level is replaced by the maximum, on the contrary, if the central 

pixel has a gray level which is much smaller than the minimum, its gray level is replaced by the minimum. Compared with 

the Median filter, the filter algorithm has a noise detection function; it is found to be adaptive to noise density variation and 

prone to protecting the details of the image better. 

After calculaton of Peak-and-Valley filtering, the resultant image is used for the segmentation with GKFCM algorithm. The 

algorithm for the proposed segmentation method is given bellow. 

PVFCM Algorithm 

Input: Raw image;   Output: Segmented image; 

 Apply the Peak-and-Valley filter based denoising. 

 Apply the GKFCM using the following steps. 

 Randomly initialize the cluster centers iC ( 3c clusters) 

 Membership values calculation using Eq. (11). 

 Cluster centers updating using Eq. (12). 

 The iterative process starts:   
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1. Membership values updating 
ijU  using Eq.(11). 

2. Update the cluster centers iC  by using Eq. (12). 

3. If ; ( 0.001)   new oldC C then go to step1 

4. Else stop 

 Assign each pixel to a specific cluster for which the membership value is maximal 

2.Evaluation Measures and Dataset 

Segmentation accuracy/Score 

In order to analyze the performance of the proposed method, we use the score which is defined in [43] and [44]. The score Sik 

is defined as: 

ik refk

ik

ik refk

A A
S

A A





     (13) 

Where Aik represents the set of pixels belonging to the kth class calculated by the ith algorithm and Arefk represents the set of 

pixels belonging to the kth class in the reference segmented image. 

In this paper, we also used the number of iterations (NI) and execution time which are required for the convergence of the 

algorithm.  

 

TABLE I: MRI DATA ACQUISITION DETAILS [27] 

Sequence MP-RAGE 

TR (msec) 9.7 

TE (msec) 4.0 

Flip angle (o) 10 

TI (msec) 20 

TD (msec) 200 

Orientation Sagittal 

Thickness, gap (mm) 1.25, 0 

Resolution (pixels) 176×208 

MRI Dataset 

The Open Access Series of Imaging Studies (OASIS) [22] is a series of magnetic resonance imaging (MRI) dataset that is 

publicly available for study and analysis. This dataset consists of a cross-sectional collection of 421 subjects aged 18 to 96 

years. The MRI acquisition details are given in Table 1. The performance of the proposed method is measures in terms of 

score, number of iterations and execution time. Fig. 1 illustrates two sample images selected for experimentation. 
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Fig. 1: Sample images used for experiments 
 

3.Results and Discussions 

In order to prove the effectiveness of the proposed algorithm, experiments were conducted on two brain MRIs [26]. The 

performance of the proposed algorithm is tested in terms of score, number of iterations (NI) and computational time (CT) as 

compared to other existing FCM varient methods on OASIS-MRI dataset. 

 

 

Fig. 2: Comparison of proposed method with other existing methods (KFCM_S1 and KFCM_S2) in terms of three segmented 

clusters. The original image (Image (a)) are corrupted with 5% of Gaussian noise. 
 

TABLE II: COMPARISON OF VARIOUS TECHNIQUES IN TERMS OF SCORE ON IMAGE (A) AT DIFFERENT GAUSSIAN NOISES 

CL: CLUSTER 

Method 

Gaussian Noise (%) 

5% 10% 15% 20% 

Cl-1 Cl-2 Cl-3 Cl-1 Cl-2 Cl-3 Cl-1 Cl-2 Cl-3 Cl-1 Cl-2 Cl-3 

FCM-S1 0.42 0.60 0.83 0.41 0.53 0.77 0.44 0.49 0.73 0.42 0.46 0.71 

FCM-S2 0.40 0.59 0.82 0.41 0.51 0.76 0.41 0.47 0.72 0.41 0.44 0.69 

Proposed Method 0.48 0.63 0.74 0.35 0.50 0.67 0.30 0.45 0.61 0.26 0.41 0.57 

 

TABLE III: COMPARISON OF VARIOUS TECHNIQUES IN TERMS OF NUMBER OF ITERATIONS AND EXECUTION TIME AT DIFFERENT 

GAUSSIAN NOISE ON IMAGE (B) 

NI: NUMBER OF ITERATIONS; TM: EXECUTION TIME (SEC.) 
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Method 

Gaussian Noise 

5% 10% 15% 20% 

NI TM NI TM NI TM NI TM 

FCM-S1 16 0.29 17 0.30 19 0.33 26 0.45 

FCM-S2 24 0.53 22 0.49 26 0.58 25 0.55 

Proposed Method 41 0.67 29 0.54 49 0.62 38 0.62 

TABLE IV: EVALUATION OF PVFCM INTERMS OF PSNR WITH DIFFERENT GAUSSIAN NOISE 
 

Noise level Image 1 Image 2 Image 3 Image 4 Image 5 Image 6 Image 7 

0.01 44.53 24.56 35.56 36.45 45.34 26.34 24.34 

0.02 46.67 42.21 48.17 46.34 45.56 26.22 30.45 

0.03 46.12 43.23 41.45 3215 22.45 42.34 38.77 

0.04 25.99 39.89 26.34 44.12 4312 34.23 40.23 

0.05 34.23 47.67 4521 16.34 44.34 43.45 44.56 

 

 

TABLE V: EVALUATION OF PVFCM_S1 INTERMS OF PSNR WITH DIFFERENT GAUSSIAN NOISE 

 

Noise level Image 1 Image 2 Image 3 Image 4 Image 5 Image 6 Image 7 

0.01 43.45 29.56 37.87 36.89 44.56 30.77 26.67 

0.02 44.41 44.09 48.45 47.24 47.78 27.89 30.13 

0.03 46.71 44.77 43.67 34.56 22.46 43.21 37.91 

0.04 29.67 41.90 28.21 45.78 43.45 37.43 39.98 

0.05 37.79 47.23 46.78 19.89 44.76 43.90 45.43 
 

TABLE VI: EVALUATION OF PVFCM_S2 INTERMS OF PSNR WITH DIFFERENT GAUSSIAN NOISE 

 

Noise level Image 1 Image 2 Image 3 Image 4 Image 5 Image 6 Image 7 

0.01 43.34 30.12 38.87 36.67 45.34 30.23 27.23 

0.02 45.65 44.12 46.26 45.12 47.34 28.34 29.98 

0.03 46.67 44.12 44.34 34.12 22.45 44.45 38.91 

0.04 30.12 41.56 29.78 44.34 43.21 44.89 40.23 

0.05 35.34 48.12 46.34 17.45 44.23 44.56 45.23 

 
 

Fig. 2 illustrates the cluster segmentation results of the proposed method and other existing methods with the 5% Gaussian 

noise on Image (a) of OASIS-MRI dataset. The performance of the proposed method is compared with the FCM_S1 and 

FCM_S2. Table II and Table III show the segmentation performance in terms of score, NI and TM on image (a) and Image (b) 

respectively under different Gaussian noise conditions. From, Fig. 2 and Tables II to III, it is clear that the proposed method 

outperforms the other existing algorithms in terms of score, NI and TM. 

4.Conclusions  

In this paper, new image segmentation algorithms (PVFCM) which are increasing the performance and decreasing the 

computational complexity is proposed. The algorithm utilizes the integration of FCM algorithms for segmentation. The 

proposed algorithm is applied on brain MRI which degraded by Gaussian noise. The segmentation results demonstrate that the 

proposed algorithm shows the robustness under different noises as compared to other existing image segmentation algorithms 

from FCM family. 
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