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Abstract 

The problem of recognizing human actions has shifted from one of video processing to that 

of multi-model machine learning. This paper's goal is to use recurrence models to address the 

a forementioned issue. Here, a spatio-temporal model is built out of solely RGB video data 

by combining recurrent neural networks (RNN) with spatial convolutional neural networks 

(CNN). The model employs a variant of recurrent neural networks known as long short-term 

memory (LSTM) networks. To encapsulate the time series of the convolutional features 

extracted by CNNs, LSTM networks are used. In a series of videos, LSTMs study the 

evolution of action features over time. Results have demonstrated that temporal traits, when 

combined with spatial ones, are the most important. 

1.Introduction 

One of the most challenging jobs is recognizing the human body through a machine, as it is 

the most diverse biomechanical structure in the history of human evolution. Early human 

action detection techniques rely heavily on data from videos with blank or minimally 

complex backgrounds. However, in the recent decade, thanks to developments in camera 

technology, there has been a tremendous rise in the availability of multi modal datasets, 

making it the most widely examined research subject. In most cases, the large amount of data 

needed to properly train a CNN based on RGB video results in a high computational cost. 

When compared to more conventional machine learning approaches, deep learning models 

provide superior representational power and the most accurate projections of potential 

performance. To collect the multi-modal data, researchers are turning to Kinects and Intel real 

sense cameras. In addition to RGB color, Depth, and skeletal datasets, Kinect is the most 

popular sensor for generating data of this type. The models that take into account depth are 

described below. Distances between objects in a video or image captured by the Kinect 

sensor are represented visually as pixels. In [1], a deep learning model for HAR was used to 

generate depth motion maps (DMM). However, DMMs did not adequately capture the 

temporal dynamics. To get over this drawback, the depth videos are represented in three 
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distinct kinds of dynamic history images [2]. Inputs to three convolutional neural networks 

(CNNs) with score fusion included depth maps of the complete body, individual body 

sections, and joints. It was demonstrated that three-stream CNN architectures with score 

fusion could benefit from employing dynamic depth, dynamic depth normal, and dynamic 

depth motion normal representations [3]. In [4], however, LSTMs effectively alleviate the 

memory bottleneck that plagued CNN-based depth algorithms. The proposed approach 

utilizes the spatial and temporal features of the RGB and depth modalities to acquire 

knowledge. The effort is motivated by the LSTM's proven ability to learn from skeletal joint 

data. 

2. Modeling an Active Network with a CNN and an LSTM 

 

Skeletal data has limitations, however these can be mitigated by using data preparation 

methods. While data processing techniques are discussed in other chapters, they are not 

applied to any data in this one. In this section, we provide a CNN-LSTM architecture that can 

classify human behaviors from several streams of color and depth information. Fig. 1 depicts 

the overall CNN-LSTMs model architecture that underpins the proposed model. Figure 2 

depicts the framework for the extraction of spatial features from RGB video frames. The 

CRGBe is a multi-layered ensemble of streams, consisting of 16. Six convolutional plus 

ReLu layers, three maximum pooling layers, and a flatten layer make up the ten-layer depth 

used across all streams.Seven-by-seven-by-five and five-by-three-by-three filter kernels were 

chosen for this study. 
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When training for a sequence labeling problem, like video-based action identification, it is 

helpful to have access to both historical and prospective inputs at the same time. As can be 

seen in Figure 3, this has already been accomplished with the use of bidirectional LSTM 

networks. 
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3.Conclusion  

In this study, we present an improved model called CNN-LSTM, which combines the 

advantages of both spatial convolutional networks and temporal recurrence models. A 

convolutional neural network (CNN) - long short-term memory (LSTM) model is used to 

train and test the suggested odel. It has also been discovered that this model's training 

procedure has a delay, which is a significant drawback. This lag is caused by the many 

trainable parameters in the chained Bi - directional LSTM units. In order to provide output 

representations of time series with no breaks, this sequence of LSTM blocks is necessary. 
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