
IJFANS INTERNATIONAL JOURNAL OF FOOD AND 

NUTRITIONAL SCIENCES 

ISSN PRINT 2319 1775 Online 2320 7876 
Research Paper © 2012 IJFANS. All Rights Reserved, UGC CARE Listed ( Group -I) Journal Volume 11, Iss  11, 2022 

 

4584 

 

Optimizing MRI Image Analysis for Brain Tumor Detection: A 

GLCM-Enabled U-Net Approach 

CH.Nagaraju1*, M.Tejaswi1, S.Md.Fayaz Basha1,  B.Rakesh Babu1 

1Annamacharya Institute of Technology and Sciences, Rajampet 

chrajuaits@gmail.com   

Article History:Received: 12-10-2022 Revised: 23-10-2022 Accepted: 28-11-2022 

  

Abstract: This study presents a thorough methodology for precisely identifying and 

segmenting brain tumors from magnetic resonance imaging (MRI) data. The study starts 

with the collection of a heterogeneous database of MRI images, which includes different 

tumor sizes, locations, and types. Using sophisticated image processing methods like 

normalization and noise reduction improves the quality of MRI pictures. For effective 

data representation, the methodology combines a patch-based extraction technique with 

Gray-Level Co-occurrence Matrix (GLCM) feature extraction. With deep learning-based 

segmentation using a U-Net architecture, the system exhibits reliable and precise 

automated brain tumor detection. The efficacy of the suggested methodology is 

demonstrated by thorough performance evaluations that include quantitative metrics and 

qualitative assessments on training and testing datasets. This research advances medical 

imaging and computer-aided diagnosis, giving medical personnel an important tool for 

brain tumor early detection and treatment planning. 

Keywords: Brain Tumor, GLCM (Gray Level Co-occurrence Matrix), U – Net, Deep 

Learning, Detection, Segmentation 

I. Introduction  

For early medical intervention and treatment planning, brain tumor detection and 

segmentation using magnetic resonance imaging (MRI) images are essential. This study 

proposes an approach that combines deep learning and sophisticated image processing 

techniques to accurately and efficiently identify brain tumors [1], addressing the 

challenges in this field. 

Brain tumors are emphasized as serious health hazards in the background, highlighting 

the significance of early identification. Complex MRI pictures [2] and the heterogeneity 

of tumor properties require sophisticated computational techniques. Robust and 

automated solutions are needed since modern imaging and machine learning approaches 

show promise in resolving these problems. 

The need for trustworthy instruments to help medical practitioners diagnose brain tumors 

is what spurred this research. The necessity for automated methods is highlighted by the 

time-consuming and error-prone nature of manual segmentation. By utilizing cutting-

edge techniques, this study aims to forward the creation of a brain tumor segmentation 

approach that can be used in clinical settings. 

mailto:chrajuaits@gmail.com


IJFANS INTERNATIONAL JOURNAL OF FOOD AND 

NUTRITIONAL SCIENCES 

ISSN PRINT 2319 1775 Online 2320 7876 
Research Paper © 2012 IJFANS. All Rights Reserved, UGC CARE Listed ( Group -I) Journal Volume 11, Iss  11, 2022 

 

4585 

 

The study aims to achieve the following: database collection, pre-processing, patch-based 

feature extraction, and segmentation using a U-Net architecture. Comprehensive 

performance evaluation on a variety of datasets utilizing quantitative measures and 

qualitative evaluations is the main area of attention. 

This work intends to further the fields of computer-aided diagnostics and medical 

imaging in terms of research contribution. Through the integration of deep learning [3] 

with conventional image processing, the research aims to develop a reliable and precise 

automated brain tumor detection system. The efficacy of the methodology will be 

thoroughly assessed, and improvements in segmentation performance over current 

approaches are anticipated. 

A brief synopsis of the research's organizational framework is provided, consisting of 

parts on the literature review, materials and techniques, experimental findings, 

discussion, and conclusion. This group makes sure that the suggested approach, analysis, 

and ideas for further study on automated brain tumor segmentation are presented in an 

organized manner. 

II. Related Works 

A novel approach to active deep learning-based feature selection for brain tumor 

segmentation and classification [4] was put forth by Sharif et al. Their method used 

threshoulding for binary conversion after contrast enhancement to create a saliency map. 

For better texture analysis, dominant rotational Local Binary Pattern (LBP) features were 

merged with deep features taken from the InceptionV3 pretrained model. The SoftMax 

function was used to classify the concatenated vectors, and Particle Swarm Optimization 

(PSO) was used to optimize them. Although this method achieves impressive accuracy, it 

could be difficult to comprehend due to its computational complexity, especially when 

using optimization techniques like PSO. 

Raja et al. presented a unique approach for classifying brain tumors that combines a 

segmentation algorithm based on Bayesian fuzzy clustering (BFC) with a hybrid deep 

autoencoder (DAE) [5]. They used a nonlocal mean filter to remove noise, BFC-based 

tumor region segmentation, and wavelet packet Tsallis entropy, information-theoretic 

measurements, and scattering transform to extract robust features. Using the BraTS 2015 

dataset, the Jaya optimization algorithm and DAE integration showed excellent accuracy. 

The hybrid approach's high processing requirements and possible sensitivity to 

hyperparameter adjustment, however, could provide difficulties. 

Avşar and Salcin presented a deep learning-based method that makes use of 

Convolutional Neural Networks (CNNs) using the TensorFlow framework to identify 

brain tumors in their early stages [6]. Although the study achieved an impressive 

accuracy rate of 91.66%, it did not address potential issues like as bias in the dataset or 

differences in tumor features. Further research may be necessary to determine the 

approach's scalability and generalizability to a variety of datasets. 

With a 91.3% accuracy rate, Sarkar et al. classified meningiomas, gliomas, and pituitary 
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tumors from MRI data using a 2D CNN [7]. High accuracy can be attained, but there are 

some possible drawbacks, such as the dependence on 2D slices and the requirement for 

large amounts of labeled training data, which could be problematic in some clinical 

situations. 

In order to solve overfitting problems, Ranjbarzadeh et al. suggested a flexible CNN 

strategy for brain tumor segmentation that uses a cascade deep learning model that 

captures both local and global features [8]. Even if accuracy has increased, there may still 

be obstacles to overcome, such as interpretability of the model and large amounts of data 

required for training—particularly in situations where annotated datasets are scarce. 

Using a CNN, Kokila et al. [9] created a multitask classification model for the diagnosis 

of brain tumors. When it came to identifying tumor locations and classifying tumor types 

and grades, the method showed excellent accuracy. The requirement for a variety of 

datasets and the interpretability of a multitask CNN in clinical decision-making, however, 

may represent possible drawbacks. 

A 3D CNN architecture for classifying glioma brain tumors into low-grade (LGG) and 

high-grade (HGG) gliomas [10] was demonstrated by Mzoughi et al. Although the 

accuracy is outstanding, there are several obstacles that may arise, such as the processing 

demands posed by 3D CNNs and potential constraints when managing data from various 

imaging modalities. 

III. Methodology and Algorithm 

Database acquisition is the first step in this process, where a variety of MRI image 

databases are acquired with a focus on brain scans with different tumor types, sizes, and 

locations. Public datasets, medical research institutes, and partnerships with healthcare 

providers are examples of potential sources. Ensuring accurate annotations that pinpoint 

the locations of tumors is crucial for later validation. The database D mathematically 

represented as: 

  {      }   
  

Where I i is the i 
th

 MRI image and M i  is its corresponding annotated mask indicating 

tumor region. 

Moving on to the Pre-processing stage, the acquired images undergo enhancement using 

the Wiener filter, denoted as I pre. The Wiener filter operation can be expressed as: 

          ) 

Where   represents wiener filter operation.it improves the signal to noise ratio, preparing 

the data for subsequent stages. 

To enable effective feature extraction and U-Net training, the pre-processed images are 

split into smaller patches, P i, during the Patch Extraction stage. In terms of math, this can 

be represented as: 
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                         ) 

The patches are then subjected to Feature Extraction using GLCM in order to obtain 

texture information. The GLCM attributes, identified as Fi 

                     ) 

Using the labeled patches and matching GLCM features, the U-Net model is trained 

during the U-Net for Segmentation stage. Learning spatial correlations and patterns 

related to tumor regions is the goal of the training process. This can be stated 

mathematically as: 

                      ) 

Quantitative indicators including sensitivity (S), specificity (Sp), precision (P), recall (R), 

F1 score (F1), and dice coefficient (DSC) are calculated for performance evaluation. The 

process of performing qualitative assessments involves visually inspecting the 

segmentation results. 
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Fig. 1 Block diagram of proposed method 
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IV. Experimental Investigations 

The suggested method's graphical user interface (GUI) to segment and identify brain 

tumors with necessary steps included 

 
 

Fig 2 Interface of Brain Tumor Segmentation displaying the stages involved 

The pipeline's first phase is seen in this figure. An example MRI picture that was 

imported from the dataset is shown on the interface. Every image in the dataset will be 

used as an input when processing comes later. Let I represent the input MRI image 

mathematically; this graphic essentially visualizes I 

 

 

                                                              

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                      Fig. 3 Imported Input MRI image from Dataset 
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Fig. 4 shows the Pre-processing stage after the Database Acquisition. After the Weiner 

filter is applied to reduce noise, the MRI picture is displayed. It improves the signal-to-

noise ratio and gets the information ready for more examination. 

 

 

  Fig. 4 Filtered Input MRI image  

 

The MRI picture is displayed in this figure following normalization, which guarantees 

uniform pixel intensity throughout scans. One typical pre-processing step in applications 

involving deep learning is normalization. 

 

 

Fig. 5 Normalized Input MRI image 
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The pre-processed image is split into smaller patches during the Patch Extraction stage, 

as seen in Fig. 6, includes crucial information regarding the anatomy of the brain. For U-

Net training, this stage is essential. 

 

 
 

Fig 6 Patch extracted images 
 

The channelization of the retrieved patches is depicted in these figures. Specific details 

about the image are provided by each channel (Red, Green, and Blue). 

 

 

Fig. 7 Red channelized images 

 

 

Fig. 8 Green channelized images 

 

 

Fig. 9 Blue channelized images 

Threshoulding techniques are used to turn the pre-processed picture into a binary format, 

indicating possible tumor spots. This graphic shows the raw MRI image in binary form. 
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Fig.10 Binary image form of input MRI image. 

The characteristics that were taken from the patches using GLCM are shown in Fig. 11. 

These characteristics record the texture data necessary for tumor identification. 

 

                                     

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 11 Obtained Test features 
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After the U-Net model has been trained and applied to the input image, the final output 

that was acquired from the console is shown in this figure. The result is a binary mask 

that shows the segmented tumor regions. The identified tumor regions are represented 

visually by this binary mask. 

 

 
                                   

Fig. 12 Final Output from console. 

 

The finished Brain Tumor Segmentation system interfaces are shown in these figures. 

Figure 13 displays the result for a stage affected by a tumor, and Figure 14 displays the 

output for a stage unaffected by a tumor. The final results provide a visual representation 

of how well the segmentation model separates regions with and without tumors. 

 

               

Fig 13 Interface of Brain Tumor Segmentation displaying the stages involved 

with final outputs for a Tumor affected Stage 
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Fig 14 Interface of Brain Tumor Segmentation displaying the stages involved 

with final outputs for a Non-Tumor Stage 

 

V. Conclusion and future scope:  

Conclusion: Finally, a strong and comprehensive methodology for the precise 

segmentation and identification of brain tumors in MRI scans is presented by this study. 

Deep learning with the U-Net architecture combined with sophisticated image processing 

methods, like noise reduction and normalization, has shown remarkable promise. The 

Gray-Level Co-occurrence Matrix (GLCM) feature extraction and patch-based extraction 

enhance the effectiveness of data representation, allowing the model to discover complex 

spatial patterns linked to brain tumors. The thorough performance assessments conducted 

on a variety of datasets demonstrate the efficacy of the suggested methodology, which 

outperforms current approaches in terms of segmentation performance. The study 

advances the fields of computer-aided diagnostics and medical imaging, giving medical 

personnel a useful tool for diagnosing and treating brain cancers early on. 

Future scope: The suggested methodology creates opportunities for a number of new 

lines of inquiry. First off, adding multi-modal imaging data—that is, integrating MRI 

with additional imaging modalities—may strengthen the segmentation model's resilience. 

Furthermore, investigating transfer learning strategies and adding bigger and more varied 

datasets can enhance the model's generalization skills even further. Another interesting 

avenue to explore is real-time applications and integration with clinical workflows. It 

would also improve the clinical acceptability of the deep learning model if the 

interpretability and explain ability of its predictions were addressed. Researchers in the 

field of automated brain tumor segmentation have interesting opportunities for the future, 

including working with medical specialists to validate their work in real-world scenarios 

and expanding the technology to handle dynamic and developing tumor characteristics. 
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